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Abstract. We consider the lifetime optimization problem for multicasting in 
wireless ad hoc networks, in which each node is equipped with a directional an-
tenna and has limited energy supplies. In this paper, we propose a new distrib-
uted algorithm, whose performance in terms of providing long-lived multicast 
tree is guaranteed by our theoretical analysis. We prove that its approximation 
ratio is bounded by a finite number. In particular, the derived upper bound in a 
closed form shows that the algorithm can achieve global optimal in some cases. 
The real performance of this new proposed algorithm is also evaluated using 
simulation studies and the experimental results show that it outperforms other 
distributed algorithms. 
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1   Introduction 

Energy conservation is of paramount importance for the wide deployment of wireless 
ad hoc networks (WANETs) in the forms of mobile ad hoc networks (MANETs) and 
wireless sensor networks (WSNs) due to their potentially extensive civil and military 
applications. Multicasting plays an important role in typical WANETs where band-
width is scarce and hosts have limited battery power. In addition, many routing proto-
cols for MANETs need a broadcast / multicast as a communication primitive to  
update their states and maintain the routes between nodes. Multicast is also widely 
used in WSNs to disseminate information, e.g. environmental changes, to other nodes 
in the network. Therefore, it is essential to develop efficient multicast protocols that 
are optimized for energy consumption. There are two energy-aware metrics and their 
corresponding problem formulations that have been most widely studied: (1) to mini-
mize the energy consumption and (2) to maximize the network operating lifetime. 
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Both problems have received equal attentions, e.g. the work [1-6] for the first problem 
and [7-15] for the second. In this paper we have focused on the second problem. 

The network operating lifetime is typically defined as the duration of the network 
operation time until the battery depletion of the first node in the network. Some work 
has considered maximizing the network lifetime in a network for broadcast session, 
e.g. [7-10], or for multicast session, e.g. [10-14]. Some optimal solutions [12-14] with 
polynomial time complexity show that such optimization problem belongs to P. Over 
the last few years, energy efficient communication in wireless ad hoc networks with 
directional antennas has received more and more attention. This is because directional 
communications can save transmission power by concentrating RF energy where it is 
needed [17, 18]. The same optimization problem using directional antennas has been 
studied in [15-20] and has been proven to be a NP-hard problem [20]. The exact solu-
tion for such difficult problem is presented in [19] based a MILP (mixed integer linear 
programming) formulation. 

The most desirable work [16] proposed two distributed algorithms DMMT-
OA/DMMT-DA (Distributed Min-Max Tree algorithm for Omnidirectional / Direc-
tional Antennas) to provide long-lived multicasting in WANETs with directional 
antennas. Simulation results have also shown that these two distributed multicast 
algorithms for directional communications outperform other centralized multicast 
algorithms, e.g. in [15, 17, 18]. The advance of this work inspires us to further inves-
tigate the distributed solutions for this optimization problem. A careful observation on 
the DMMT-DA algorithm leads to a new distributed algorithm with improved per-
formance. The proposed algorithm uses a node-centric point of view, in stead of the 
traditional link-centric manner [15, 16], such that it can avoid some cases that are far 
from optimal. We then use a graph theoretic approach to analysis its theoretical per-
formance in terms of approximation ratio. The derived bound, in a closed analytical 
expression, of this approximation ratio shows that our proposed algorithm is a con-
stant-factor approximation algorithm. In order to evaluate the real performance of our 
proposed algorithm, we use simulation as well to compare against a set of distributed 
algorithms and find that it outperforms other proposals. 

2   System Model and Problem Formulation 

We model our wireless ad hoc network as a simple directed graph G with a finite 
node set N (|N| = n) and an arc set A corresponding to the unidirectional wireless 
communication links. Each node is equipped with a directional antenna, which con-
centrates RF transmission power to where it is needed. We assume a widely used 
propagation model [1] for adaptive antennas [15-18], in which the antenna at each 
node v can switch its orientation to any desired direction with transmission power 
uniformly distributed across its adjustable beamwidth θv between θmin and 2π. The 
transmission power pvu to support a link (v, u) separated by a distance rvu (rvu > 1) is 

therefore proportional to vurα  and θv with unit signal detection threshold, where the 

propagation loss exponent α typically takes on a value between 2 and 4. We further 
assume that any node v ∈ N can choose its transmission power, strictly within some 
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minimum and maximum levels pmin and pmax, respectively, which are positive constant 
numbers. The transmission power pvu thus can be expressed as follows. 

( , )vu vu vp p r θ=  (1) 

min max( , ) max( , / 2 )p r p r pαθ θ π≡ ⋅ ≤  (2) 

Let ε = {εv > 0 | v ∈ N} be the energy supply associated with each node in G. The 
residual lifetime τvu of an arc (v, u) ∈ A(Ts) is therefore εv / pvu.  

We consider a source-initiated multicast with multicast members M ={s}∪D (|M| = 
m), where s is the source node and D are destination nodes. All the nodes involved in 
the multicast form a multicast tree rooted at the node s, i.e. a rooted tree Ts, with a tree 
node set N(Ts) and a tree arc set A(Ts). We define a rooted tree as a directed acyclic 
graph with a source node with no incoming arcs, and each other node v has exactly 
one incoming arc. A node with no out-going arcs is called a leaf node, and all other 

nodes are internal nodes (also called relay nodes). We use ( )v sT+Λ  and ( )v sTλ+  to 

denote the child node set and the out-degree (i.e. the number of child nodes) of node v 
in the tree Ts, respectively. 

Let ΩM be the family of all rooted multicast trees spanning nodes in M. The maxi-
mum-lifetime multicast problem can thus be expressed as 

( , ) ( , )
max min ( ) 1/ min max (1/ )

s s Ms M s

vu vu
v u T TT v u T

τ τ
∈ ∈Ω∈Ω ∈

= . (3) 

Note that if we assign the tree arc weight function wvu as the reciprocal of the lifetime 
of the arc (v, u), i.e. 

1 / ( , ) /vu vu vu v vw p rτ θ ε= = , (4) 

our optimization problem is equivalent to the min-max tree problem, which is to de-
termine a directed tree Ts including all the multicast members (i.e., M∈ N(Ts)) such 
that the maximum arc weight is minimized. The corresponding optimal solution is just 
the reciprocal of the lifetime of the maximum-lifetime multicast tree. 

Given a multicast tree Ts, we use δo(Ts) and δd(Ts) to denote the maximum arc weight 
of the same tree in a network instance G(N, A) with omni-directional antennas and di-
rectional antennas, respectively, i.e.  

( , ) ( )
( ) max ( ( , 2 ) / )

s

o s vu v
v u A T

T p rδ π ε
∈

≡ , (5) 

( , ) ( )
( ) max ( ( , ) / )

s

d s vu v v
v u A T

T p rδ θ ε
∈

≡ . (6) 

The arc with the above weights (5) and (6) is called the omni-directional and direc-
tional bottleneck arc, respectively. Note that the beamwidth θv at node v in (6) should 
be set as the smallest possible angle in the range between θmin and 2π to provide the 

beam-coverage for all nodes in ( )v sT+Λ . It has been proven in the recent literature that 

the Problem (3) belongs to P [12-14] and NP-hard [20] for networks with omni-
directional antennas and directional antennas, respectively. 
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3   A New Distributed Algorithm 

As mentioned earlier, the DMMT-DA algorithm [16] is one of the best solutions and 
especially beneficial to WANETs because of its distributed scheme. It runs in rounds 
to create a tree and each round includes as many nodes as possible on a minimum arc-
weight (defined in Equation 4) basis until all nodes are in the tree. However, the fol-
lowing observation leads to the design of new heuristic algorithm that can improve 
the performance of DMMT-DA further. 

                     

(a) T1 = {(s, a), (s, b), (s, c), (c, d)}           (b) T2 = {(s, a), (s, b), (s, d), (d, c)} 

Fig. 1. An example to show how the performance of DMMT-DA can be improved 

A 5-node network instance is given in Fig. 1, in which source node s and all desti-
nation nodes a, b, c and d have the same energy level ε. Note that the Euclidean  
distance between each pair of nodes is exactly indicated in Fig. 1. We consider an 
intermediate solution obtained from the DMMT-DA algorithm with tree arcs (s, a) 
and (s, b). In the following iteration, we assume that arc (s, c) will be included into the 
tree by DMMT-DA because it has the minimum weight, i.e. wsc < wsd, or equivalently 
p(rsc, ∠asc) < p(rsd, ∠asd), in which the symbol ∠xyz denotes the angle between the 
two rays of yx and yz. Finally, the multicast tree T1 is achieved by DMMT-DA as 
shown in Fig. 1a with δd(T1) = p(rsb, ∠asc) / ε. Now we consider an alternative arc (s, 
d) to be included into the tree in the same iteration and the final tree should be T2 as 
shown in Fig. 1b with δd(T2) = p(rsb, ∠asd) / ε. It is obvious that T2 is a better solution, 
i.e. δd(T1) > δd(T2), because ∠asc > ∠asc. In other words, the solutions found by 
DMMT-DA based on the arc-weight may sometimes be far deviated from the optimum. 

The above example motivates us to apply a node-centric approach, i.e. to use a 
node-weight instead of an arc-weight defined in (4) as the criteria, to increment a 
multicast tree such that the performance of DMMT-DA would be improved. In this 
section, we propose a new algorithm, DMMT-NC (Distributed Min-Max Tree algo-
rithm with Node-Centric approach), for the min-max tree problem. The multicast tree 
is constructed in a distributed and incremental manner. Initially, the multicast tree Ts 
only contains the source node. It then iteratively performs a Search-and-Grow proce-
dure until the tree contains all the nodes in M. The final multicast tree Ts is therefore 
obtained by pruning all transmissions that are not needed to reach the nodes in M. 
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We use Ts
i to denote an intermediate tree constructed by the DMMT-NC algorithm 

after the i-th node is added into the tree. As implied by the name of the algorithm, 

each node v maintains a node weigh i
vw  (0 ≤ i ≤ n-1) at each step a tree is incre-

mented, which is defined as follows. 

( )
min ( )

i
s

i i
v vu

u N N T
w w

∈ −
≡  (7) 

( , ) /i i i
vu vu vu vw p r ϕ ε≡  ( )i

su N N T∈ −  (8) 

{ } ( )
max ( )

i
v s

i
vu vx

x u T
r r

+∈ ∪Λ
≡  (9) 

{ }min   covers each node in { } ( )i i
vu v v v su Tϕ θ θ +≡ ∪ Λ  (10) 

Note that the variable i
vur  denotes the longest Euclidean distance between node v and any 

node x already included in the tree Ts
i and a node u outside the tree. Similarly, variable 

i
vuϕ  denotes the minimum beamwidth required by node v to cover all its child nodes 

already in the tree Ts
i as well as an additional node u outside the tree. In this way, the tree 

incremental operation by including the candidate node u, satisfying the condition 
i i
vu vw w= , (11) 

would lead to the lifetime of the resulting intermediate tree to be maximized over all 
possible choices of any node could be included into the tree. This approach is based 
on a node’s point of view, which is different from other proposed algorithms. 

In the following, we give a formal description of the DMMT-NC algorithm. The 
formulations shall help us understand the subsequent theoretical analysis that the 
proposed heuristic algorithm has an approximation ratio bounded by a constant num-
ber. The description of the DMMT-NC algorithm in pseudo code is given in Fig. 2. 

The DMMT-NC Algorithm 

(1) Initialize i = 0, ( )i
sN T  = {s} and  ( )i

sA T =φ; 

(2) Repeat 
 // Search Phase 

(3) min{ | ( )}i i
v sw v N Tδ ≡ ∈ ; 

 // Grow Phase 
(4) while ( ( ), ( ), )i i i i i

s v s vu vv N T w u N N T w wδ∃ ∈ ≤ ∧ ∃ ∈ − =  

(5) 1i i= + ; 
(6) 1 1( ) ( ) { }, ( ) ( ) {( , )}i i i i

s s s sN T N T u A T A T v u− −= ∪ = ∪ ; 

(7) Update i
vw  for each ( )i

sv N T∈  using (7 – 10); 

(8) until (M ⊆ N(Ts)); 
(9) Obtain the final multicast tree Ts by pruning i

sT . 

Fig. 2. The DMMT-NC Algorithm 
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4   Theoretical Performance Analysis 

In this section, we study the theoretical performance of the proposed algorithm in 

terms of approximation ratio1. We use *
oδ  and *

dδ  to denote the optimal solutions for 

the min-max tree problem under omni-directional and directional scenarios, respec-
tively, i.e. 

* min ( )
s M

o o s
T

Tδ δ
∈Ω

= , (12) 

* min ( )
s M

d d s
T

Tδ δ
∈Ω

= . (13) 

Given a multicast tree Ts obtained by the DMMT-NC algorithm, its approximation 
ratio ρ can be expressed as 

*( ) /d s dTρ δ δ= . (14) 

In the following, we first provide several fundamental results that shall be used to 
derive the upper bound of the approximation ratio for the heuristic algorithm DMMT-
NC. Let CX denote the cut connecting a node partition X and N−X, in which the first 
node set X must include the source node s and the second node set N − X must include 
at least one destination node, i.e. 

CX ≡ {(v, u) | v∈X ∧ u ∈ N − X ∧ s ∈ X ∧ D ⊄ X}. (15) 

We use ψ(CX) to denote the minimum weight of the cut links under omni-directional 
scenarios, i.e.  

( , )
( ) min ( ( , 2 ) / )

X
X vu v

v u C
C p rψ π ε

∈
= . (16) 

 
Theorem 1. If G(N, A) is connected then for any cut CX, then 

*
0 min / 2δ δ θ π≥ ⋅ . (17) 

Proof: Note that there is at least one destination node z (z ∈ D) belonging to N − X, i.e., 
z ∈ N − X, because D ⊄ X. Let Ts

*
 be a min-max tree of network G with omni-

directional antenna. There must exist an arc (x, y) ∈ A(Ts
*) connecting X and N − X (i.e., 

(x, y) ∈ CX) in order to satisfy that there must exist a directed path from s to the destina-

tion node z along the links in the tree Ts
*. Therefore, we can obtain (17) as follows. *δo  = 

*
0 ( )sTδ =

*( , ) ( )
max ( , 2 ) /

s

vu v
v u A T

p r π ε
∈

≥ ( , 2 ) /xy xp r π ε ≥
( , )

min ( , 2 ) /
X

vu v
v u C

p r π ε
∈

= ψ(CX).         

It is a straightforward exercise to obtain the following conclusion if a function Kvu(θ1, 
θ2) is defined as 

1 2 1 2( , ) ( , ) / ( , )vu vu vuK p r p rθ θ θ θ≡ . (18) 

                                                           
1  An algorithm for a problem has an approximation ratio of ρ(n) if, for any input of size n, the 

expected cost c of the solution produced by the algorithm is within a factor of ρ(n) of the cost 

c* of an optimal solution: * *max{ / , / } ( )c c c c nρ≤ . 
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Lemma 1. For any (v, u) ∈ A, Kvu(θ1, θ2) satisfies 

1 2 min max 1 2 1 2

1 2 1 2 max min 1 2

max( / , / ) ( , ) 1

1 ( , ) min( / , / )
vu

vu

p p K

K p p

θ θ θ θ θ θ
θ θ θ θ θ θ

≤ ≤ ≤⎧
⎨ ≤ ≤ ≥⎩

. (19) 

Theorem 2.  The optimal solutions *
oδ  and *

dδ  satisfy 

* *
min min maxmax( / 2 , / )d op pδ θ π δ≥ ⋅ . (20) 

Proof: Considering θv  ≥ θmin for any given multicast tree Ts and using Lemma 1, we 
then have the following derivations. 

                          

We now turn our attention to the most interesting and difficult task on deriving the 
approximation ratio of the DMMT-NC algorithm.  Suppose that Ts is the final multi-
cast tree obtained from the algorithm described in Fig. 2 and the directional bottleneck 

arc (v, u) of Ts is the i-th arc added into the tree, i.e. the intermediate tree is 1i
sT +  after 

arc (v, u) is included. Let ϕv be the beamwidth applied by the node v in Ts. The solu-
tion δd(Ts) can thus be expressed as follows. 

( ) ( , ) /

          ( , ) ( , ) /

          ( , ) ( , ) /

          ( , )

          ( , )

d s vu v v
i i

vu v vu vu vu v
i i i

vu v vu vu vu v
i i

vu v vu vu
i i

vu v vu v

T p r

K p r

K p r

K w

K w

δ ϕ ε
ϕ ϕ ϕ ε
ϕ ϕ ϕ ε
ϕ ϕ
ϕ ϕ

=
= ⋅
≤ ⋅
= ⋅
= ⋅

. 

 

(21) 

We further assume that arc (v', u') is the first one added into the tree in the same 
round of the Search-and-Grow iteration (described in Fig. 2) as arc (v, u) is included 

and the resulting intermediate tree is 1j
sT +  (j ≤ i). Based on the description in Fig. 2, 

we have i j
v vw w ′≤ . Now we define a cut CX, where ( )j

sX N T≡ , and let arc (x, y) be 

the one in CX such that 

( ) ( , 2 ) /X xy xC p rψ π ε= . (22) 

Recall that just before the intermediate tree 1j
sT +  is formed, arc (v', u'), instead of (x, 

y), is chosen to be included, which implies j j
xvw w′ ≤ . By summarizing the above 

analysis, we have the derivation as follows.  
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( , ) /i j j j j j
v x xy xy xy xvw w w w p r ϕ ε′≤ ≤ ≤ =  (23) 

We consider the following two cases. 

Case 1: j
xy xyr r=  

The above equation can be rewritten as 

( , ) / ( , 2 ) ( , 2 ) /i j j
v xy xy x xy xy xy xw p r K p rϕ ε ϕ π π ε≤ = ⋅ . (24) 

Case 2: 
1

j
xy xzr r= as shown in Fig. 3. 

x

s

y(z0)

X=N(Tsj)

N-X

u'

v'

v

u

z1

z2
zh

x(Tsj)

 

Fig. 3. Illustration used to derive the approximation ratio of DMMT-NC 

This means arc (x, z1) is already in the tree j
sT and we assume the resulting tree is 

1k
sT (k1 < j) just after it is included. Considering arc (x, z1), instead of (x, y), is chosen 

to be included at that moment, we have 1 1

1

k k
xyxzw w≤  or equivalently 

1 1 1 1

1 1
( , ) ( , )k k k k

xy xyxz xzp r p rϕ ϕ≤ . (25) 

Furthermore, the condition 
1

j
xy xzr r= also implies 

1

11

k
xzxzr r= . (26) 

Now equation (23) under case 2 can be rewritten as follows by combining (25) and (26).  

1

1 1

1 11 1

1 1 1

1 1 1 1

1 1 1

1 1

( , ) /

    ( , ) ( , ) /

    ( , ) ( , ) /

    ( , ) ( , ) /

i j
v xz xy x

k kj
xz xy xz xxz xz

k k kj
xz xy xxz xz xz

k k kj
xz xy xy xy xxz

w p r

K p r

K p r

K p r

ϕ ε
ϕ ϕ ϕ ε
ϕ ϕ ϕ ε
ϕ ϕ ϕ ε

≤
= ⋅

= ⋅

≤ ⋅

 
 

(27) 
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Comparing (27) and (23), we can conclude that the above equation can be further de-

rived similarly under two cases of 1) 1k
xy xyr r=  or 2) 1

2

k
xy xzr r= as shown in Fig. 3 until 

Case 1) is met.  
Generally, we assume that the Case 1) is met at the h-round of the above derivation 

iteration, i.e.  

1
0 1l

l

l

k
xy xz

k
xy xy

r r l h

r r l h

+
⎧ = ≤ ≤ −⎪
⎨

= =⎪⎩
, (28) 

and the following equation will be eventually achieved.  

1

1

1

1

1

1

1

1

1

( , ) ( , ) /

    ( , ) ( , ) /

   ( , ) ( , 2 ) ( , 2 ) /

    ( , 2 ) /

l l h h

l l l

l l h

l l l

l l h

l l l

h
k k k ki

v xz xy xy xxz xz
l
h

k k k
xz xy xy xxz xz

l
h

k k k
xz xy xy xy xxz xz

l

xy x

w K p r

K p r

K K p r

H p r

ϕ ϕ ϕ ε

ϕ ϕ ϕ ε

ϕ ϕ ϕ π π ε
π ε

−

−

−

−

−

−

=

=

=

≤ ⋅

= ⋅

= ⋅ ⋅
= ⋅

Π
Π
Π

 

 
 
 

(29) 

Note that item H in (29) is defined as 

1

1
1

( , 2 ) ( , )l lh

l l l

h
k kk

xy xy xz xz xz
l

H K Kϕ π ϕ ϕ−

−
=

≡ ⋅Π  (30) 

and the boundary conditions of (29) are given below.  

0 0, ,0 ( )j
x sk j z y h Tλ+= = ≤ ≤  (31) 

Finally, combining (21), (29), (22), (17) and (20) sequentially, we obtain 

*

*
min min max

( ) ( , )

          ( , ) ( , 2 ) /

          ( , ) ( )

          ( , )

          ( , ) / max( / 2 , / ).

i i
d s vu v vu v

i
vu v vu xy x

i
vu v vu X

i
vu v vu o

i
vu v vu d

T K w

K H p r

K H C

K H

K H p p

δ ϕ ϕ
ϕ ϕ π ε
ϕ ϕ ψ
ϕ ϕ δ
ϕ ϕ δ θ π

≤ ⋅
≤ ⋅ ⋅
= ⋅ ⋅
≤ ⋅ ⋅
≤ ⋅ ⋅

 

 
 
 

(32) 

The above analysis now allows us to obtain the following conclusion. 

Theorem 3. The DMMT-NC algorithm is a constant-factor approximation algorithm 
with an approximation ratio ρ bounded by 

min max min( , ) min(2 / , / )i
vu v vuH K p pρρ μ ϕ ϕ π θ≤ ≡ ⋅ ⋅ . (33) 

It is a straightforward exercise based on (19) to verify that μρ is bounded by a con-
stant number. In particular, we can conclude H ≤ 1 since 

1

1
2 ,    1l l

l l

k k
xz xz l hϕ ϕ π−

−
≤ ≤ ≤ ≤ . (34) 

On the other hand, it is not sure ( , ) 1i
vu v vuK ϕ ϕ ≤  because the relation of vϕ  and i

vuϕ  

is not deterministic in general due to the post-pruning operation. 
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5   Experimental Performance Evaluation 

We have performed a simulation study for evaluating a set of distributed algorithms 
DMMT-OA [16], DMMT-DA [16] and the new proposed DMMT-NC. Their solutions 
 

Table 1. Parameter values for simulation 

Parameters Values 
n 100 
m 50 and 100 
θmin 15°, 30°,  60°, 90°, and 360° 
pmax 10 
pmin 0.1 
(E(ε), D(ε)) (500, 200) 
α 2 

0.6

0.7

0.8

0.9

1

1.1

1.2

1 2 3 4 5

minimum beamwidth

n
o
r
m
a
l
i
z
e
d
 
p
e
r
f
o
r
m
a
n
c
e

DMMT-OA DMMT-DA DMMT-NC

 
         (a) m = 50 
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p
e
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f
o
r
m
a
n
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e DMMT-OA DMMT-DA DMMT-NC

 
        (b) m = 100 

Fig. 4. Normalized performance as a function of the minumum beamwidths 15°, 30°, 60°, 90°, 
and 360° (corsponding to the numbers 1 – 5 on the x-axle) under various multicast sizes 
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are denoted as δ1, δ2 and δ3, respectively. We use the metric δi/δ1 (i = 1, 2, 3) to evaluate 
their relative performance, which allows us to facilitate the comparison of different 
algorithms over a wide range of network examples. In each network example, a num-
ber of nodes are randomly generated within a square region 10 × 10. The values of 
parameters used in simulation are given in Table 1. We randomly generated 100 dif-
ferent network examples, and we present here the average over those examples for all 
cases. 

Fig. 4 depicts graphically the normalized performances over different connected 
network topologies. The x-axis represents the minimum beamwidths 15°, 30°, 60°, 
90° and 360° (corresponding to the numbers 1 - 5 on the x-axle) and the y-axis pre-
sents the mean of δi/δ1 for all three distributed algorithms. Referring to the multicast 
size m = 50 in Fig. 4a, we observe that the new proposed distributed algorithm 
DMMT-NC improves the other two algorithms significantly when the minimum 
beamwidth is small. In particular, such improvement is over 30% and 15% compared 
to DMMT-OA and DMMT-DA, respectively. On the other hand, once the minimum 
beamwidth increases (greater than 90°), all algorithms converge to the same perform-
ance (optimal solutions [16]). A similar observation can be made for the broadcasting 
scenarios m = 100 as shown in Fig. 4b. 

6   Conclusion 

We have presented a new distributed long-lived multicast algorithm for directional 
communications in wireless ad hoc networks. Our proofs show that it is a constant-
factor approximation algorithm. Our efforts are also validated via the simulation 
study, in which the experimental results show that our new algorithm has better per-
formance than other distributed algorithms. 
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