This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMC.2020.3008348, IEEE

Transactions on Mobile Computing

Cooperative Sweep Coverage Problem
with Mobile Sensors

Xiaofeng Gao, Member, IEEE, Jiahao Fan, Fan Wu, Member, IEEE,
Guihai Chen, Senior Member, IEEE

Abstract—Sweep coverage plays an important role in many applications such as data gathering, sensing coverage and devices control.
In this paper, we deal with the cooperative sweep coverage problem with multiple mobile sensors to periodically cover all positions of
interest (Pols) in the surveillance region. Different from traditional sweep coverage scenarios, the cooperative sweep coverage (CSC)
problem allows the deployment of multiple sensors on the same trajectory to further reduce the sweep period or detection delay. We
also consider the multi-sink sweep coverage (MSSC) problem where each mobile sensor must periodically transmit its collected data to
a base station due to the limited storage capacity and power supply. Correspondingly, we propose two constant-factor approximations,
namely CoCycle and SinkCycle, to minimize the maximum sweep period for these two problems. The approximation ratios of CoCycle
and SinkCycle are proved to be 4 and 6 respectively. As far as we know, SinkCycle is the first approximation for the sweep coverage
problem with multiple sinks. We also provide two optimal algorithms for the CSC problem in one dimensional case and a useful insight
regarding the MSSC problem with only one available sink. Finally, we conduct various numerical experiments to validate the effectiveness

and efficiency of our designs.

Index Terms—Sweep Coverage, Wireless Sensor Network, Traveling Salesman Problem, Approximation

1 INTRODUCTION

IRELESS sensor network (WSN) consists of numerous

wireless sensors which are usually low-priced and
work cooperatively to form an ad-hoc network [1]. For
these wireless sensor networks, coverage problems have
been studied extensively under various models. In general,
these problems are mainly about monitoring positions of
interest (Pols) and collecting data from a given area by
deploying a certain number of sensors. Some studies assume
the coverage area of the sensor as a unit disk [2]. Others
adopt the probabilistic model to compute the probability of
covering the whole region [3].

While many studies focus on continuous monitoring,
such as Target Coverage problem [4], Area Coverage prob-
lem [5], [6] and Barrier Coverage problem [7], [8], there are
some other application scenarios in which only periodic
patrol inspections are required for a certain set of Pols.
Typical examples may include police patrolling, message
ferrying and device control. In these scenarios, a mobile
sensor is capable of moving along some certain trajectory
and collecting data from Pols. The objective in these scenar-
ios can be minimizing the number of sensors under some
time constraint or minimizing the detection period with a
given number of sensors. We refer to such problems as Sweep
Coverage [9], [10], [11], [12], [13], [14], [15]. Similar models
have also been studied under the context of autonomous
robots, vehicle routing, and data collection.

In a typical sweep coverage scenario, each mobile sensor
follows a predetermined trajectory to collect data from Pols
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on its route. Based on whether multiple mobile sensors can
work together on the same trajectory, we can categorize
sweep coverage problems into the non-cooperative version
and the cooperative version as shown in Figure 1. Under
non—cooperative settings, there is exactly one sensor on each
trajectory. While under cooperative settings, one or more
sensors may be assigned to the same trajectory. In this
paper, we mainly focus on the cooperative sweep coverage
problem with multiple mobile sensors. Assume that there
are n Pols (or targets) in the surveillance region and we have
m mobile sensors to cover them. Each sensor serves as a
data ferry to collect information from Pols. A mobile sensor
detects a Pol by approaching its exact location, and a Pol is
said to be t-sweep covered if it is detected by some mobile
sensor at least once every ¢ time units (we call ¢ its sweep
period). The main objective considered in this paper is to
minimize the sweep period for all Pols. We consider two
variations of this problem and their detailed descriptions
are as follows.

First, we would like to consider the Cooperative Sweep
Coverage (CSC) problem in its basic form. Assume that all
mobile sensors have the same velocity v. If we deploy m
mobile sensors evenly on a cycle C and make them move
towards the same direction to cover the Pols on C, then
the sweep period for each Pol on this cycle should be %Cv),
where d(C) is the length of C. Since the velocity of sensors
has no influence on the final outcome in this scenario, we
just denote the sweep period as % for simplicity. The CSC
problem aims to find a coverage scheme that minimizes the
maximum sweep period among all Pols.

Next, we consider a more realistic version of the coop-
erative sweep coverage problem named Multi-Sink Sweep
Coverage (MSSC). In this scenario, the data storage capacity
and battery power of each mobile sensor is limited and it
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has to visit one of the data sinks to upload its collected
data in each sweep cycle. The MSSC problem shares the
same optimization objective as the basic CSC problem (i.e.,
to minimize the maximum sweep period among all Pols).
However, there must be at least one data sink on each cycle
of the solution to the MSSC problem.
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Fig. 1. An illustration for sweep coverage problem

Correspondingly, in this paper we propose two constant-
factor approximations, namely CoCycle and SinkCycle, to
solve the CSC problem and the MSSC problem respectively.
The first approximation CoCycle deals with the CSC prob-
lem with the approximation ratio of 4. Its main idea is to
first find a tree cover, then determine the optimal sensor
allocation among these trees and finally transform trees
to distinct cycles to construct a desired cycle cover. The
second approximation SinkCycle is a 6-approximation for the
MSSC problem. It integrates the design idea from CoCycle
together with the modified Prim’s algorithm to first find a
tree cover for all Pols and some data sinks, then determine
the optimal sensor allocation among these trees and finally
transform trees to distinct cycles to construct a desired cycle
cover with at least one sink on each cycle. As far as we
know, SinkCycle is the first approximation algorithm with
a guaranteed performance ratio for the sweep coverage
problem with multiple sinks.

In addition, we also give two optimal algorithms,
LineSplit-DP and LineSplit-Greedy, for the CSC problem in
one dimensional case (CSC1D) and a useful insight re-
garding the MSSC problem with only one available sink.
The analysis of these two special cases further reveals the
essence and hardness of the considered problems.

Finally, we provide various comparative experiments
to validate the effectiveness and efficiency of our designs.
We also conduct several parametric analysis experiments
to show the performance of our algorithms under different
parametric settings.

To sum up, the contributions of our paper are as follows.

e We formulate two variations of the cooperative
sweep coverage problem with multiple mobile sen-
sors, namely Cooperative Sweep Coverage (CSC) and
Multi-Sink Sweep Coverage (MSSC). The objective is to
have sensors work cooperatively and minimize the
maximum sweep period among all Pols.
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e We propose two constant-factor approximations to
solve these two problems respectively. We also give
detailed theoretical analysis regarding their approxi-
mation ratios and complexity. Furthermore, SinkCycle
is the first approximation algorithm with a guar-
anteed performance ratio for the sweep coverage
problem with multiple sinks.

e We provide two optimal algorithms for the CSC
problem in one dimensional case (CSC1D) and a
useful insight regarding the MSSC problem with
only one available sink.

e We compare our algorithms with several previous
works by simulations. Both theoretical analysis and
numerical experiments validate the effectiveness and
efficiency of our designs.

The rest of this paper is organized as follows. Section 2
discusses some related work. Section 3 introduces some
preliminaries for later sections. In Section 4 and Section 5,
we propose algorithms for Cooperative Sweep Coverage (CSC)
and Multi-Sink Sweep Coverage (MSSC) respectively with
theoretical analysis. In Section 6, we conduct experiments
to evaluate the performance of our algorithms. Section 7 is
the final conclusion and future work.

2 RELATED WORK

As for the sweep coverage problem, previous papers mainly
focused on three different scenarios.

o Message Ferry (or Data Gathering) [16], [17], [18]. In
this scenario, there are some static target points that
produce desired data, and the goal is to enable data
sharing among these target points or data collection
to a base station. We can use mobile sensors to
successively visit these points to collect data. This
is closely related to the Internet of Things (IoT).

e Sensing Coverage [11], [19], [20], [21], [22]. In a large-
scale sensor network, covering all targets with tradi-
tional static sensors imposes a high implementation
cost. Thus, if possible, we prefer to use mobile sen-
sors to periodically cover each target by having them
move along certain trajectories.

o Device Control [23]. In this scenario, in order to work
properly, each facility locating in a discrete address
needs to periodically receive instructions from a mo-
bile device such as a mobile phone.

Based on these scenarios, researchers also considered
various optimization objectives and the most common ones
are as follows.

o Find the minimum number of sensors with a fixed
velocity under the constraint of the sweep period for
all targets [12], [21], [22], [24], [25].

o Find the minimum sweep period for all targets with a
fixed number of sensors [15], [18], [26], [27]. In such
problem formulations, the velocities of sensors can
be the same or not, while different velocities could
make the analysis more complicated.

e Find the minimum velocity with a fixed number of
sensors under the constraint of the sweep period for
all targets [20], [27], [28].
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According to our survey, related works mainly used the
following approaches to solve the sweep coverage problem:

o Trajectory planning. Obviously, in order to reduce
energy consumption and the number of sensors, we
need to find a trajectory to visit all target points,
which is usually converted to a Traveling Salesman
Problem (TSP) instance. In [29], the considered prob-
lem was converted to an integer programming which
is also NP-hard, and the authors proposed an ap-
proximation solution by LP relaxation and rounding.

o Vertex partition. Since different target points may
have various sweep period constraints, having the
same sweep period for all targets may be unneces-
sary for vertices that do not require frequent visits.
In [22], [28], authors first partitioned vertices based
on their locations and sweep period constraints, and
then planned trajectories accordingly.

o Velocity control. There are works assuming hetero-
geneous velocities of sensors, which is related to
latency and power consumption. In [27], authors
discussed its influence on data collection latency.

The cooperative sweep coverage problem considered in
this paper is close related to the multiple Traveling Salesman
Problem (TSP) with a min-max objective (denoted as min-
max m-TSP). The main difference is that in cooperative
sweep coverage, multiple “salesmen” can work together in
one cycle to further decrease the longest trajectory length.
The TSP problem is one of the most intensively studied
problems in the area of combinatorial optimization. A sim-
ple algorithm based on minimum spanning tree (MST)
gives a 2-approximation solution. By a clever construction,
Christofides [30] improved the approximation ratio from 2
to 3. It has been proved that the metric TSP is inapprox-
imable within a ratio of %, unless P = NP [31]. Obviously,
the min-max m-TSP problem and the cooperative sweep
coverage problem are at least as hard as the original TSP.

To minimize the number of mobile sensors under the
sweep period requirement, Li et al. [12] proposed a 3-
approximation with bounded time constraint. However,
their approximation analysis has a serious flaw, which
has been notified by Gorain et al. [13]. They mistakenly
compared the result of their algorithm with the optimal
solution of the m-TSP problem instead of their original
problem. Thus their approximation ratio is considered to
be incorrect. Zhao et al. [20] designed a simulated annealing
algorithm to schedule the paths, but their algorithm has no
guaranteed performance ratio. Shu et al. [22] discussed this
problem with the single-sink constraint, to which mobile
sensors must return back in each detection period. They also
proposed a heuristic algorithm without theoretical bounds.

Since mobile sensors have sensing ranges, some re-
searchers took the neighborhood effect into consideration
to further decrease the trajectory length. In fact, mobile
sensors do not need to travel to the exact positions of
targets [32]. Any position in the neighborhoods of targets
is acceptable as long as the sensor can collect the data
as required. He et al. [33] formulated such a problem as
Traveling Salesman Problem with Neighborhoods (TSPN),
in which there is only one mobile sensor. Kim et al. [34]
proposed solutions for min-max m-TSP with neighborhood
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effect. Xue et al. [35] relaxed the assumption to allow mobile
sensors with different velocities.

It is worth mentioning that most previous papers did
not consider having mobile sensors work in a cooperative
manner. OSweep [24] is a simple TSP-based cooperative
sweep coverage algorithm, which computes a single TSP
cycle covering all Pols and allocates all sensors evenly on
this cycle. MinExpand [24] and PDBA [36] are two heuristic
algorithms for non-cooperative sweep coverage problems,
both of which find the minimum path increment based
on different criteria during the iteration process. In our
simulations, we choose OSweep, MinExpand and PDBA as
baselines to validate the effectiveness and efficiency of our
cooperative sweep coverage scheme CoCycle.

Due to limited storage capacity and battery power,
some works [37], [38], [39] also require mobile sensors to
periodically visit some base stations (data sinks) in order
to upload data and recharge the battery. Yang et al. [37]
designed a heuristic algorithm named SCOPe-M-Solver to
satisfy both the sweep period for Pols and the base station
visiting period for sensors. It first assigns each Pol to the
cluster of its nearest base station, and then constructs cycles
from the base station in each cluster by expanding in a
similar way to MinExpand. Liang et al. [38] considered the
maximum travel distance before visiting some base station
in addition to the sweep period constraint. They also gave
analysis of their solutions under tree metric specifically. In
our simulations, we compare our multi-sink cooperative
sweep coverage scheme SinkCycle with SCOPe-M-Solver
under different parameter settings and give detailed dis-
cussions about how the clustering step of SCOPe-A-Solver
may affect cross-sink cooperation considered in SinkCycle.

Recently, with the development of mobile smart de-
vices, researchers tend to investigate the sensing coverage
problem under more complex scenarios such as obstacle
avoidance [40] and mobile crowdsensing [41]. Different
from the fundamental problems in this paper, these works
may consider more complex constraints such as coverage
persistence and sensing cost.

3 PRELIMINARY

In this section, we define some basic concepts and introduce
some primitive methods which will be used in later sections.

3.1 Metric Space

For any given complete graph G(V, E), we will use d to
represent a metric on V such that d : V x V' — RT. Triangle
inequality is the most important property that a metric space
holds, i.e.,

d(z,y) < d(z,z) +d(z,y) forany z,y,z € V.

Suppose ¢ is the edge between vertices x and y, we will
use d(z,y) and d(e) to denote the same thing in context
without ambiguity, which represents the distance between
vertices « and y or the length (cost) of edge e. For an edge
set £/ C I, define

d(E") = d(e).

ecE’
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Unless explicitly mentioned, we will assume graphs
considered in this paper are complete graphs such that the
distances between vertices form a metric.

3.2 Cycle Cover and Tree Cover

Now we will give the definitions of Cycle Cover and Tree
Cover. Briefly speaking, Cycle Cover is to cover all vertices
in a graph with multiple cycles. Tree Cover is similar to
Cycle Cover in the sense of covering. Different from Cycle
Cover, Tree Cover uses multiple spanning trees to cover all
vertices in a graph. The formal definitions of Cycle Cover and
Tree Cover are as follows.

Definition 1 (Cycle Cover). Given a graph G = (V, E) and a
vertex set V' C V, a cycle cover for V' is a set of cycles € =
{C1,Ca,...,C,}, which are subgraphs of G, and the union of
their vertices is V.

Definition 2 (Tree Cover). Given a graph G = (V,E)
and a vertex set V! C V., a tree cover for V' is a forest
T ={T,Tz,..., T}, which are subgraphs of G, and the union
of their vertices is V'.

3.3 Constructing Cycle from Tree

In our algorithm design, we first obtain some trees spanning
over all Pols, and then construct cycles from these trees.
Here we would like to illustrate the transformation process
from trees to cycles.

Suppose we have a spanning tree. The first step is to
duplicate all its edges, after which every vertex will have
an even degree. Then we can construct an Eulerian cycle.
Finally we obtain a Hamiltonian cycle by traversing this
Eulerian cycle and removing the repeated vertices, which
is called shortcutting. Due to the triangle inequality, short-
cutting does not increase the overall edge cost. Algorithm 1
explains the whole process in detail and runs in O(|V|) time,
where V' is the vertex set of the given tree 7.

Algorithm 1: Constructing cycle from tree

input : a tree 7 with the vertex set V'
output: a cycle C with the same vertex set V

1 Duplicate all the edges in 7 to get a graph G’;

2 Find a Eulerian cycle in G’;

3 Construct a Hamiltonian cycle C by removing the
repeated vertices from the previous Eulerian cycle;

4 return C;

With Algorithm 1, we have the following lemma:

Lemma 1. For any tree T, we can construct a cycle C that
contains exactly the same set of vertices. Moreover, it holds that

d(C) < 2d(T).

Remark. We could use Christofides’ improvements [30] to con-
struct cycles from trees in our algorithm, but we cannot triv-
ially get a better approximation ratio. We briefly explain how
Christofides” algorithm works as follows.

1)  Let T beaspanning tree of G and E’ be the set of vertices
whose degree is odd in T . By the handshaking lemma, E’
has an even number of vertices.
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2) Find a minimum-weight perfect matching M in the
induced subgraph given by the vertices from E'.

3) Combine the edges of M and T to form a connected
multigraph G’ in which every vertex has an even degree.

4) Form a Eulerian cycle in G’ and make the cycle found
in previous step into a Hamiltonian cycle by removing
the repeated wvertices from the cycle, which is called
shortcutting.

This algorithm does not duplicate all the edges to guarantee
an even degree for every vertex. Therefore, the overall edge cost of
its generated cycle is supposed to be smaller. According to [30],
the running time of this algorithm is O(|V|?).

3.4 Global t-Sweep Coverage

Sweep coverage, unlike traditional area coverage or barrier
coverage, does not require static and continuous coverage
all the time. In sweep coverage, we only need to cover every
Pol at least once every certain time interval to guarantee
event detection within a certain delay bound. With this idea,
we define t-Sweep Coverage as follows.

Definition 3 (t-Sweep Coverage). A Pol is said to be t-sweep
covered by a coverage scheme F if and only if it is scanned at least
once every t time units by the mobile sensors allocated by F.

If a Pol is t-sweep covered, time interval ¢ is called the
sweep period of the Pol. When there is a set of Pols, different
Pols may have different sweep periods. In order to unify the
requirements, we define Global t-Sweep Coverage as follows.

Definition 4 (Global t-Sweep Coverage). A set of Pols is said
to be global t-sweep covered by a coverage scheme F if and only if
all Pols are scanned at least once every t time units by the mobile
sensors allocated by F.

4 COOPERATIVE SWEEP COVERAGE

In this section, we will formally define the Cooperative
Sweep Coverage (CSC) problem, and then design an ap-
proximation named CoCycle for this problem. We also pro-
pose two optimal algorithms for Cooperative Sweep Cover-
age problem in one dimensional case (CSC1D). Besides, we
will prove the correctness of our algorithms.

4.1 CSC: General Case

In this subsection, we will talk about the Cooperative Sweep
Coverage problem in general case. We firstly give the formal
formulation of the problem and then propose an approxima-
tion for it, the approximation ratio of which is 4.

4.1.1 Problem Formulation

The basic idea of our algorithm to solve the Cooperative
Sweep Coverage problem follows these steps:

1) Find a tree cover 7.
2) Determine a sensor allocation scheme for 7.
3) Construct a cycle cover ¢ from 7.

To formally describe the process in the second step, we
further introduce the concept of Sensor Allocation.

Definition 5 (Sensor Allocation). Given m sensors and a cycle
cover € (or tree cover ), a sensor allocation for € (or 7) is a
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number set A = {my,ma, ..., m,} such that r = |€| (or | T|),
m; >1forl <i<wr,and); ,m;=m.

Throughout this paper, we consider the sweep coverage
scenario where mobile wireless sensors allocated to the
same cycle work cooperatively to scan Pols (as shown in
Figure 1b). We define it as Cooperative Sweep Coverage (CSC).

Definition 6 (Cooperative Sweep Coverage (CSC)). Given
input triple (G, m,d), where G = (V, E) is a complete graph,
m is the number of sensors and d : E — Rt is a metric,
Cooperative Sweep Coverage (CSC) aims to find a coverage scheme
F = (¥,.A), consisting of a cycle cover € = {C1,Ca,...,Cp}
for V and a sensor allocation A = {my,ma,...,m,} for €,
d(Ci)

such that max {—} is minimized.
1<i<r LR

a(C;)

i

Note that we use % and max {
sweep period of the Pols in C; and the global sweep period of all
Pols respectively for simplicity considering that all sensors

have the same speed in our assumptions.

} to represent the

4.1.2 CoCycle (An Approximation for CSC)

Now we design the CoCycle algorithm to solve the CSC
problem. The main idea is to first find a tree cover, then
determine the optimal sensor allocation among these trees
and finally transform trees to distinct cycles to construct a
desired cycle cover.

To start with, we need to search for a relatively good
tree cover in the original graph. Thus we define a variant
problem called Cooperative Tree Coverage (CTC).

Definition 7 (Cooperative Tree Coverage (CTC)). Given
input triple (G, m,d), where G = (V, E) is a complete graph,
m is the number of sensors and d : E — RT is a metric,
Cooperative Tree Coverage (CTC) aims to find a coverage scheme

F = (7, A), consisting of a tree cover 7 = {T1,Tz,...,T+}
for V and a sensor allocation A = {my,ma,...,m,} for 7,
such that max {@} is minimized.

1<i<r i

Our interest in the CTC problem arises from the fact
that a connection between CSC and CTC can easily be
established as follows.

Lemma 2. If there is an o-approximation algorithm for CTC,
then there is a 2o-approximation algorithm for CSC.

Proof. Suppose ({7;*}, {m}}) is an optimal solution for
CTC, and ({C;},{w;}) is an optimal solution for CSC.
We have an o-approximation algorithm which returns a
solution ({7;}, {m;}) for CTC, i.e.,

my

Deleting one edge from each C; leads to a solution for
CTC, thus we have

max{(wf)}<m?x{d(cp}. 2)

7 wi

3

We can use Algorithm 1 to transform {7;} to {C;}, and
according to Lemma 1, it holds that

d(C;) <2 xd(T;). (©)]

Combining (1), (2) and (3), we have
x{d(ci)}<2a><max{d(cf)}. 4)

m; w;

ma
Thus, we obtain a 2a-approximation algorithm for CSC
which returns the solution ({C;}, {m,}). O

Guided by the insight from the above lemma, we first
design the CoTree algorithm to solve the CTC problem. Then
we can get the CoCycle algorithm for the CSC problem
by constructing cycles from the trees returned by CoTree.
Therefore, we now focus on the description and analysis of
our proposed CoTree algorithm.

Recall Kruskal’s algorithm for constructing a minimum
spanning tree. We add edges to the empty graph Gy = (V, 0)
one by one in an increasing order of the length (i.e., d(-)). In
each stage ¢ of Kruskal’s algorithm, GG; will have a number
of connected components, and each subgraph induced by a
connected component is a spanning tree on its vertices. In
other words, GG; is a spanning forest of the original graph G
and contains a tree cover for V. The main idea of CoTree
is to utilize these intermediate tree covers and deliver a
performance-guaranteed solution for the CTC problem.

Algorithm 2 describes CoTree in detail. CoTree will choose
the best of all feasible tree covers found in the algorithm.

Algorithm 2: CoTree

input : G = (V,E),d: E — R* and m sensors
output: A tree cover 7 = {T1,Tz,...,T,} and a
sensor allocation A = {my, ma,...,m,} for 7

i+ 0; By < 0; Gy + (V, Ey);
foreach e € F (chosen in ascending order by d(-)) do
if adding e to G; does not produce a cycle then
11+ 1,e < ¢
E,+ FE;_1U {6},’ G1 — (V, El),
if # of G;’s connected components < m then
L Obtain a tree cover .J; directly from G;;

@ g Ul R W N =

Find an optimal sensor allocation A; for .7;;

9 return the best coverage scheme in {(7;, A;)} (with

minimum global sweep period max; {%7:) }) ;

The initialization step is done in Line 1. In Line 2-8, we
continuously add edges into the edge set E; in an ascending
order of edge length. We check if the adding edge will
produce a cycle. In Line 9, we find the best coverage scheme
among all the considered schemes.

For Line 8 in Algorithm 2, we could design an efficient
allocation strategy for this step. Before this step, we have
already got a tree cover, so the task here is just determining
how many sensors should be assigned to each tree. An opti-
mal solution can be achieved by a simple greedy algorithm
described in Algorithm 3, whose optimality is proved in
Lemma 3.

Lemma 3. Algorithm 3 finds an optimal sensor allocation for
any given tree cover 7 efficiently. Here the optimality means that

max {M} is minimized when fixing 7 = {T1, T2, ..., Tr}.

1<i<r U M
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Algorithm 3: Greedy Allocation

input : A tree cover 7 = {T1,Ta, ..
and m sensors
output: A sensor allocation A = {m1, ma, ..

T

1m; < lforl <i<r;

2 while m > Y7 m; do

3 l%(—argmax{%};
1<i<r ’

4 my, < my + 1

., Tr}, ametric d

.,my} for

5 return A = {my,ma,...,m.};

Proof. We prove this lemma by contradiction. Assume on
the contrary there is a different sensor allocation A’ =
{mf,m},...,m.} such that

d(T; d(T;
max {(T,)}< max {(T)} )
1<i<lr m; 1<i<r m;
Since A’ is different from A, then there must exist a k
such that
d(T; da(T;
(T3) , AT;) ©

mk m,;

In Algorithm 3, we did increase the value of m; from
m;; to m; + 1, which means that 47 s the maximum

m’
k
a(T3)
m;

i
my < mj, and

} at some iteration. Notice that the value
{ d(T7)

m;

among {

of max } is non-increasing during the iterations.

1<i<r
Therefore, we have

a(T; d(T;
A7) 5 o {451, )
m]; 1<i<r m;
which contradicts the assumption. O

Based on the coverage scheme Fcrc = (7, A) returned
by CoTree, CoCycle just uses Algorithm 1 (with or without the
Christofides” improvements) on each tree in .7 respectively
to transform the tree cover .7 to a cycle cover %, and returns
a corresponding coverage scheme Fcsc = (%,.A) as its
solution for the CSC problem.

4.1.3 Performance Analysis

Now we will prove the approximation ratios of the pro-
posed CoTree and CoCycle algorithms. Assign n = |V] as
the number of Pols in this subsection. From the for-loop in
Algorithm 2, we have d(e;) < d(ez) < --- < d(ep—1), and it
is easy to get the following fact.

Lemma 4. G; is a minimum spanning forest with (n — 1)
connected components. For each connected component CC' in G,
the subgraph induced by CC' is actually a minimum spanning
tree on the vertex set of CC.

Proof. For some connected component CC' of G;, we know
that the induced subgraph is an MST of CC by

o This subgraph is connected since C'C' exactly means
connected component.

o This subgraph is a tree, which is guaranteed by
Line 3 in Algorithm 2.

6

o This tree is minimized, which is guaranteed by the
correctness of Kruskal’s algorithm (the edge set se-
lected by Algorithm 2 in C'C is exactly the same as
what would be returned by Kruskal’s algorithm).

Thus this lemma holds. O

Suppose we have an optimal coverage scheme
Fere = (7%, A*) for the CTC problem, where J* =

{75  Ti b and A" = {m7,m3, - ,m;. }. Set
(T
OPT = max { (7;* ) } 8)
1<i<r* m;
and
o = argmax {d(e;)}. 9)
1<i<n—1
d(e;)<OPT
Suppose the connected components in G, are
cey,ccg,...,Cccg_,, and we use T7,75,....77,

to denote their corresponding spanning trees.

Lemma 5. There is an optimal coverage scheme Fipr =
(7%, A*) such that all vertices of T,* belong to the same con-
nected component of G, for 1 < i < r*. In other words, any
edge used in this optimal solution has a cost no more than OPT.

Proof. Suppose 7;* uses an edge ¢’ to connect two different
connected components of G, then we have d(e’) > OPT.
If we do not use ¢, 7;* will be partitioned into two trees,
Tr and Tg. Reallocating the m; sensors between 77, and
Tr accordingly gives a coverage scheme with a smaller
sweep period for Pols in 7;*. More specifically, assign
myp = [d(()g)l sensors to 7z, and mr = m} — my, sensors
to Tr. Notice that

d(Tr) < OPT, (10)
mr
and
AT) _ dT) — d(T2) — d(e) -
mpg m; —mp
< (m} — (mL*— 1) — 1) x OPT (12)
m; —myp,
= OPT. (13)

Thus we can eliminate all such edges to get an optimal
coverage scheme satisfying the property described in this
lemma. For the rest of this subsection, we will assume that
the considered optimal coverage scheme Fér- = (7%, A%)
has this property. O

Now we prove the approximation ratio of CoTree.

Theorem 1. CoTree is a 2-approximation for CTC.

Proof. Suppose CC{ contains pf trees from the optimal
coverage scheme Fi;-, and these uf trees use totally AJ
(> u?) sensors in the optimal coverage scheme, then

d(T7) < A x OPT + (u§ — 1) x OPT, (14)
which gives
d(ZET ) <2 x OPT (15)
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Thus for the tree cover 7, = {T°,75,...,T.7_,}, we
already have a sensor allocation A, = {A7,\],...,A\_,
such that p

max {(T)} <2 x OPT. (16)
1<i<n—o A,i‘

By Lemma 3, we can find an optimal sensor allocation
A, = {my,mg,...,m¢__} for 7, whose global sweep
period will satisfy

e {d(Tf’)}< max {m}gzxom. (17)

1<i<n—o mf T 1<i<n-o ;7

Therefore, since CoTree returns the best considered
coverage scheme, we can conclude that CoTree is a 2-
approximation for CTC. O

According to Lemma 2, we get the following corollary.
Corollary 1. CoCycle is a 4-approximation for CSC.

As the first step of CoTree, we have to put all the edges
in ascending order. This sorting process can be done in
O(|E|log|E|)) steps. Considering that G is a complete
graph, we have |E| = |[V|- (|[V| = 1) = n(n — 1), thus
the running time of this step is O(n?logn)). Then, we
perform Algorithm 3 whose average time complexity is
O(m?) for m times. Therefore, the overall complexity of
CoTree is O(n? log n+m?), which is also the time complexity
of CoCycle since Algorithm 1 runs in O(n) time.

4.2 CSC: One Dimensional Case

In this subsection, we consider the Cooperative Sweep Cov-
erage problem in one dimensional case (CSC1D). In practice,
CSC1D can be applied in such scenarios that all Pols are
located on a single route, including street patrolling and
periodical intrusion detection on borders.

Suppose all Pols are distributed along a straight line. We
mark these n Pols from left to right as p1, p2, . .., pn, and we
have m mobile sensors to cover them all. Intuitively, we find
that in an optimal solution for CSC1D, cycles are just some
disjoint line segments visually, each having one or more
sensors moving back and forth on it. In fact, this special
case for CSC is not NP-hard and can be solved in polynomial
time. We introduce two algorithms for this special case, both
of which are proved to be optimal.

4.2.1 LineSplit-DP (An Optimal Algorithm for CSC1D)

First, we provide a dynamic programming based algorithm
named LineSplit-DP to solve this case. Denote ¢;; (1,7 > 1)
as the minimum global sweep period if we cover the first
t Pols p1,p2,...,p; using just j sensors. After a careful
analysis, we obtain the recurrence relation in (18). The first
two cases are rather straightforward. If ¢ = 1 (i.e., there is
only one Pol), the minimum global sweep period is zero;
if j = 1, then we only have one sensor to cover all Pols,
the minimum global sweep period is 2d(p1, p;). For the last
case, consider dividing the optimal solution into two parts:
covering the leftmost u Pols {p1, p2, . . ., p,} With v sensors
and leaving the rest Pols {py+1, Put2,---,pi} as a whole
to the remaining (j — v) sensors. Such division must exist
based on our observation that cycles in the optimal solution

7

are visually disjoint line segments, each containing several
continuous Pols. Thus, the solution given by (18) is optimal.

0 ifi=1
2d(p1, pi) ifj=1
tij - . 2d(put1,pi) . (18)
min < max q ty,, —etbf otherwise
1<u<i J—v
1<v<y

Based on this recurrence relation, we implement
LineSplit-DP in Algorithm 4 using a bottom-up approach.

Algorithm 4: LineSplit-DP
input : n Pols P = {p1,ps, ..., pn} in a straight line,
d: P x P — R" and m sensors
output: A set of disjoint Pol groups (the union of
which is P) & = {P1,Pa,..., Pr} where P;
consists of several continuous Pols, and a
sensor allocation A = {my, ma,...,m,} for &

1 t1 < 0;t1 < 2d(p1,pi);

2 P {{p1}} P < {{p1,p2s- - pi}}

3 Ay« {3} A < {1}

4 fori < 2ton,j <+ 2tomdo

5 foru<1ltoi—1,v< 1toj—1do

6 if t;; > max { tyo, 72d(’;?*j; 2i) | then

7 tz] <— max {tuvy 2d(1}u_+;7pi) }r

8 Zij = Puv U{{Put1,Pur2, -5 Dit}
9 Aij (*.AUUU{jfv},'

10 return (., Anm);

After obtaining the partition of Pols, sensors allocated
to each group just move back and forth from the leftmost
Pol to the rightmost Pol in the group. Now we prove the
optimality of LineSplit-DP in the following theorem.

Theorem 2. LineSplit-DP is an optimal algorithm for the
CSC1D problem, which means its solution achieves the minimum
global sweep period.

Proof. Algorithm 4 evaluates ¢;; in a bottom-up approach.
At the time of ¢;; being evaluated, £, (1 <u <i,1 < v < j)
would all have been computed. As a result, the coverage
scheme (Zym, Anm) returned by Algorithm 4 produces the
minimum global sweep period t,,,,, for the CSC1D problem.
This finishes the proof of the theorem. O

For a naive implementation as shown in Algorithm 4,
LineSplit-DP has a time complexity of O(m?n?) and a space
complexity of O(m?n). (Note that each group in ;; can
be represented as a constant-size tuple containing only the
start and the end Pols.)

4.2.2 LineSplit-Greedy (An Efficient Algorithm for CSC1D)

As we can see above, the time complexity of LineSplit-DP is
too high. After a further analysis, we find that the recurrence
relation in (18) can be simplified according to Lemma 6.

Lemma 6. In the optimal solution of CSC1D, no Pol will be
covered by two or more sensors.

Proof. For simplicity, here we denote d(p;, p;+1) as l;, which
is the distance between p; and p;; as shown in Figure 2.
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Fig. 2. An illustration for optimal coverage in CSC1D

Suppose initially we have 2 sensors to cover n Pols, so
the global sweep period ¢ should be

n—1

251
DY = S
k=1

> (19)

If we equally divide the whole segment into two parts,
left and right, as shown in Figure 2, with the division line at
somewhere between p; and p;41. Then we have

i—1 n—1 n—1 n—1
2Y <Y Iy and 2 > <> L. (20)

k=1 k=1 k=i+1 k=1
If we place the two sensors separately in the left and right

part, the global sweep period t’ satisfies

t' = max {tieft, Lright } @1)

i—1 n—1
:max{Qsz,z > zk} (22)

k=1 k=i+1
n—1
< Z lp =t.
k=1

This means that the non-cooperative sweep coverage ap-
proach is optimal in CSC1D, which proves this lemma. [

(23)

Now that we know in the optimal solution, the coverage
areas of sensors have no overlap, we can fix the number of
Pols and only keep the for-loop over the number of sensors.
Bearing this idea, Algorithm 5 describes a modified optimal
algorithm for CSC1D named LineSplit-Greedy.

In Line 1, we only have one sensor, so the optimal
coverage scheme is obviously the only scheme. Then in each
iteration with a new sensor added, we first find the longest
line segment between Pols in the same group and divide it
into two parts in Line 3-6. Naturally, we put Pols in different
parts of the line segment into two different subgroups.
When there is a Pol right on the division line, we break the
tie by comparing the distances to its left and right neighbors.
This strategy is described in Line 7-16. Finally, in Line 17,
we replace the old Pol group with two new subgroups and
carry on to the next iteration. After obtaining the partition
of Pols in Line 18, we allocate one sensor to each group, and
again have it move back and forth from the leftmost Pol to
the rightmost Pol in its group.

We give an example in Figure 3. In Figure 3a, the optimal
coverage scheme with respect to n = 6 and m = 2 is
already given by LineSplit-Greedy. If we add a new sensor,
we find that there is exactly one Pol ps on the division
line. According to the strategy discussed above, since the
distance between ps and p4 is longer than that between p,
and p3, we put ps in the left subgroup to give the optimal
coverage scheme with respect to m = 3 in Figure 3b.

8

Algorithm 5: LineSplit-Greedy

input : n Pols P = {p1,ps, ..., pn} in a straight line,
d: P x P — RY and m sensors

output: A set of disjoint Pol groups (the union of
which is P) & = {P1,Pa, ..., Pm} where P;
consists of several continuous Pols

1 321 — {P},

2 for j <+ 2tom do

3 k + arg max{ max {d(z, y)}},

PiEP; 1 z,y€P;

4 Do < the leftmost Pol in P;

5 Dy + the rightmost Pol in Py ;

6 Divide P;, into two subgroups Pr, and Pr by
cutting the line segment connecting p,, and p,
from the middle, the division line of which is ¢;;

7 | if some Pol p. (u < c < v) is right on {; then

8 if d(pc—1,pc) < d(pe, pe+1) then

9 Pr < {Pus Put1, -1 Pk

10 PR — {pc+17pc+2,~~;pv};
11 else
12 L Pr  {PusPust1s - Pe—1};
13 Pr < {PcsPet1s-- Do}
14 else
15 Pr. < P;, N {Pols to the left of ¢;};
16 | Pr « Pj, N {Pols to the right of /;};
v | P (P \{Pp}) U{PL, Pr};
18 return &,,;
!
& & & x & g 1 & x ! n
P1 P2 P3 Pa : Ds Pe

Coverage Area © Target Point (Pol) = — Division Line

(a) Optimal coverage scheme w.r.t. n = 6, m = 2

& Ry & | S | | & | | S
P1 P2 D3 Pa Ps Pe

Coverage Area o Target Point (Pol)  ~—- — Division Line

(b) Optimal coverage scheme w.r.t. n = 6, m = 3

Fig. 3. An example for optimal coverage in CSC1D with n = 6

Theorem 3. LineSplit-Greedy is an optimal algorithm for the
CSC1D problem, which means its solution achieves the minimum
global sweep period.

Proof. By Lemma 6, we know that no Pol is covered by two
or more sensors in the optimal solution of CSC1D. We also
know that if we are to minimize the global sweep period, the
optimal division is cutting the original line segment from
the middle. These facts prove the optimality of our division
strategy for the Pol group.

Next, we prove the original theorem by induction on m:

e When m = 1, there is only one possible coverage
scheme and it is certainly optimal.

o Assume LineSplit-Greedy delivers an optimal cover-
age scheme when m = k and its global sweep period
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is t,, which is dominated by Pol group P;,, i.e.,

tr =2 X d .
K wgleagk{ (z,y)}

(24)

e When m =k + 1, if we follow Algorithm 5 and add
the new sensor to P;,, then ;41 has a chance to be
smaller than, if not equal to, ;. Otherwise, ¢4 will
remain the same as t;. Since we have proved the
optimality of our division strategy for P;, above,
we can conclude that LineSplit-Greedy also delivers
an optimal coverage scheme when m = k + 1.

This finishes the proof of this theorem. O

From Algorithm 5, we can find that LineSplit-Greedy has a
time complexity of O(mn) and a space complexity of O(n),
which is much more efficient than LineSplit-DP. (Note that
if we maintain a max-heap for Line 3 and 17, and use the
binary search strategy for Line 6, the time complexity can be
further reduced to O(mlogn).)

5 MuULTI-SINK SWEEP COVERAGE

Usually, the limited storage capacity and battery power
constraints require mobile sensors to transmit their collected
data to base stations (also called “sinks”) periodically. For
example, drones need to be refueled after several hours
of patrolling in a certain region, making the basic CSC
formulation not feasible in such real-world applications.
In this section, we consider a more realistic sweep cover-
age problem named Multi-Sink Sweep Coverage (MSSC)
which takes base station visiting events into consideration.
An approximation is designed for the general case of this
problem followed by the theoretical analysis regarding its
approximation ratio. We also give an insight regrading a
special case of MSSC where there is only one available sink.

5.1 MSSC: General Case

In this subsection, we will talk about the Multi-Sink Sweep
Coverage problem in general case. We firstly give a formal
definition of MSSC, and then propose a novel approxima-
tion algorithm named SinkCycle to solve it, the approxima-
tion ratio of which is 6.

5.1.1 Problem Formulation

Suppose there are multiple static data sinks and each sensor
has to approach at least one of them during each sweep
cycle. Then how to compute trajectory cycles for mobile sen-
sors with this new constraint raises a challenging problem.
We define it as Multi-Sink Sweep Coverage (MSSC).

Definition 8 (Multi-Sink Sweep Coverage (MSSC)). Given
input (G, S,m,d), where G = (V, E) is a complete graph, S C
V' is a set of sinks with |S| < m, m is the number of sensors and
d : E — Rt is a metric, Multi-Sink Sweep Coverage (MSSC)
aims to find a coverage scheme F = (V,€,.A), consisting of
a vertex set V with (V. \ S) C V C V, a cycle cover € =

{C1,Ca,...,C.} for V with at least one sink in each C; € €,
and a sensor allocation A = {my, ma, ..., m,} for €, such that
max {M} is minimized.

1<i<r L T

9

and max {M} to represent the
1<i<r L M

sweep period of the Pols in C; and the global sweep period of all
Pols respectively for simplicity.

Figure 4 is an illustration for MSSC, where 8 mobile
sensors work cooperatively to cover 17 Pols along 4 distinct
trajectory cycles with a data sink on each cycle to collect
sensing data.

~
.,
0y
~
kY
L) bt

. d 61
Again, we use %

’
’
..

TargetPoint i Mobile Sensor Sink

Fig. 4. An illustration for multi-sink sweep coverage problem

5.1.2 SinkCycle (a Novel Approximation for MSSC)

Now we introduce the SinkCycle algorithm for the MSSC
problem. It integrates the design idea from CoCycle together
with the modified Prim’s algorithm to first find a tree cover
for all Pols and some data sinks, then determine the optimal
sensor allocation among these trees and finally transform
trees to distinct cycles to construct a desired cycle cover.
Therefore, we also define a variant problem called Multi-
Sink Tree Coverage (MSTC) as follows.

Definition 9 (Multi-Sink Tree Coverage (MSTC)). Given
input (G,S,m,d), where G = (V,E) is a complete graph,
S C Vis a set of sinks with |S| < m, m is the number of sensors
and d : E — R is a metric, Multi-Sink Tree Coverage (MSTC)
aims to find a coverage scheme F = (V,7,A), consisting
of a vertex set V with (V. \'S) C V C V, a tree cover
T = A{T1,T2y...,Tr} for V with at least one sink in each
T: € 7, and a sensor allocation A = {my,ma,...,m,} for

T, such that max {M} is minimized.
1<i<r L T
Similar to Lemma 2, we can get the following lemma.

Lemma 7. If there is an a-approximation algorithm for MSTC,
then there is a 2c-approximation algorithm for MSSC.

Next, we design the SinkTree algorithm to solve the M-
STC problem and the SinkCycle algorithm follows naturally.
To better describe SinkTree, we need the following definition.

Definition 10 (Tree Cover with Roots). Given a vertex set V
and a set of roots S C V, if a tree cover 7 for V has exactly one
root from S in each tree, then 7 is a tree cover with roots S for
V', denoted as 7 1 S.

Given a graph G = (V,E) and a sink set S C V,
a minimum tree cover with roots S for V can be found
through Algorithm 6, whose optimality is guaranteed by
the correctness of Prim’s algorithm.
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Algorithm 6: Modified Prim’s Algorithm

input : G = (V,E),SCV,d: E—R"
output: A tree cover .7 with roots S for V'

1 foreachv € V do
L pre(v) < argmin{d(s,v)};
s€ES

N

sV« S T«
4 while V/ # V do
u < argmin{d(v, pre(v))};
veEV\V X )
VI« V' U{u}; 7 + T U{(u,pre(u)};
foreachv € V' \ V' do
L if d(v,u) < d(v,pre(v)) then

«a

o o N o

| pre(v) < u;

0 return J;

=

Intuitively, we find that a minimum tree cover Fy with
roots S’ can produce a feasible solution to MSTC. However,
trees in ﬁo can be severely unbalanced such that their
weights (i.e., d(T) where T € J) may vary greatly. If
we do not have enough mobile sensors to balance them,
the global sweep period can be very large. Therefore, after
obtaining .7, we need to add more edges to merge some
spanning trees. Based on this thought, we introduce the
SinkTree algorithm as shown in Algorithm 7.

Algorithm 7: SinkTree
input :G=(V,E),SCV,d: E—R"andm
sensors
output: A vertex set V with (V' \ S) C V C V, a tree
cover J = {T1,72,..., T} for V with at least
one sink in each 7; € .7, and a sensor
allocation A = {my,ma,...,m,} for 7

1 Find a tree cover .9 with roots S by Algorithm 6,
whose overall edge cost is minimized.;

2 i+ 0; Ey < the set of all edges in To; Go (V, Ey);
3 o« {T|TePandTN(V\S)#0D};

4 if | 9| < m then

5 Vy + the set of all vertices in .7;

6 Find an optimal sensor allocation Ay for 7;

7 foreach e € E\ Ey (chosen in ascending order by d(-)) do
8 if adding e to G; does not produce a cycle then

9 11+ 1¢e ¢

10 E,+~ F;,_1U {6},‘ G; + (V, E;);

11 Obtain a tree cover ﬁ; directly from G;;

12 T {T|TeZandTN(V\S)+#0};

13 if |.7;| < m then

14 V; + the set of all vertices in .7;;

15 Find an optimal sensor allocation A; for .7;

16 return the best coverage scheme in {(V;, i, A;)} (with
a(Ti) )i

minimum global sweep period max; { P

In Line 1, we find a minimum tree cover with roots
S. Then in Line 2-6, we use this tree cover to do the

10

initialization steps. In Line 7-15, we continuously add edges
into the edge set I; in an ascending order of edge length.
During this process, we ensure that the adding edge will
not produce a cycle and no sensor will be allocated to a tree
without Pols. In Line 16, we find the best coverage scheme
among all the considered schemes.

Based on the coverage scheme Fysrc = (V, .7, .A) re-
turned by SinkTree, SinkCycle just uses Algorithm 1 (with
or without the Christofides” improvements) on each tree in
T respectively to transform the tree cover 7 to a cycle
cover %, and returns a corresponding coverage scheme
Fmssc = (V, €, .A) as its solution for the MSSC problem.

5.1.3 Performance Analysis

Now we will prove the approximation ratios of the pro-
posed SinkTree and SinkCycle algorithms. Suppose we have
an optimal solution Fgre = (V*, 7%, A*) for the M-
STC problem, where * = {T*,75,..., 7%} and A* =

{mi,m5,...,m:}. Set
(T
OPT = max { (7;* )} (25)
1<i<r | m}
and
o= argmax {d(e;)}. (26)
1<i<|S| -1
d(e;)<OPT
Suppose the connected components in G, are
cCy,ccg,. .., and we use T%,7Y,... to denote their

corresponding spanning trees.

Lemma 8. There is a coverage scheme Fryope = V', T, A')
such that all vertices of T' € ' belong to the same connected

component of G, and max; {d(m—T}/)} <2 x OPT.

Proof. We construct such a coverage scheme F{ g1 from the
optimal cover scheme Fyiqrc-

It is obvious that .7 as well as .7* has only one sink in
each tree. Use 7;% and 7 to represent the tree rooted at sink

%

5in ., and .7* respectively. Consider an edge (u, v) s
which connects two different connected components in GU’
then we have d(u,v) > OPT. Suppose u € 75, , v € T},
and w is the parent of v in T, . Deleting edge (u, v) divides
7}*51 into two parts, 71 and 73 (77 contains s;).

Notice that d(v, w) < d(u, v) (otherwise, replacing (v, w)
with (u, v) in Jp will result in a smaller tree cover with roots
S, which contradicts the optimality of .%). We replace (u, v)
with (v,w) in 7" to get a new tree cover. Basically, 77,
becomes T{, = T, — {(u,v)} — T2, and T, becomes

15, = Ts, T {0, w)} + T2

Suppose in A*, the corresponding numbers of sensors

for T, and Ty, are mj, and mj,, respectively. If we

d(T,.)
. ! _ Tsq ! / _
assign may, = OPT ] sensors to Tfsu and My, =

* LY / ;
mi,, +mi, —mi sensors to T , we will have

(T,
(—T) < OPT,
mTS1

27)
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and
d(T/,,)  d(Tg,,) + d(v,w) +d(T2) 28)
m/TSZ ijS2 + m$51 - m%sl
d(TE) + d(u,v) + d(7Ts
< ( T?) (* ) /( 2) 29)
Mty + Mpgy = Mgy
AT ) +d(TE ) —d(T!
| dTg,) + d(TR) (T )
My, + My, = Mg,
mi. +mi. —(mh. —1)) x OPT
S ( 152 *TS1 (* Ts1 /)) (31)
M, + Mpgy = Mgy
<2 x OPT. (32)

By replacing all such edges, we get a new coverage
scheme Fere = (V', T, A') satisfying the property de-
scribed in this lemma. O

Now we continue to prove the approximation ratio of
SinkTree using Fugre = (V', 77, A").
Theorem 4. SinkTree is a 3-approximation for MSTC.
Proof. Suppose CCY contains 4 trees from .7'. Then CCY

also contains pf sinks, which means CCY{ contains pf trees
from 7. From the optimality of .7, we have

ooodn< Y

TE(FoNCCY) Te(T'NCCY)

a(T). (33)

If these pf trees use totally A (> p?) sensors in Fygrc-
Then after Algorithm 7 adds (u7 — 1) edges to connect the
trees in (95 N CCY), we have

d(T?) < > d(T)+ (uf — 1) x OPT (34)
Te(FNCC?)
< > dT)+(uf —1) xOPT  (35)
Te(T'NCCY)
< 2X x OPT + (py — 1) x OPT, (36)
which gives
d(ZE, ) < 3 x OPT. (37)

(2

By Lemma 3, we can find an optimal sensor allocation
Ay = {mf} for 7, whose global sweep period will satisfy

max{d(Tia)} < max{d(Tia)} < 3 x OPT.
i m¢ i A

o
i ;
K3

(38)

i
Therefore, we can conclude that SinkTree is a 3-

approximation for MSTC. O
According to Lemma 7, we get the following corollary.

Corollary 2. SinkCycle is a 6-approximation for MSSC.

Similar to CoCycle, the overall time complexity of
SinkCycle is also O(n?logn + m?). Note that Algorithm 6
runs in O(n?) time as Prim’s algorithm.
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5.2 MSSC: Single Sink Case

In this subsection, we consider a special case of MSSC where
there is only one available sink and different sweep cycles
can share this sink together. After a careful investigation, we
give the following insight regarding this special case.

Theorem 5. If there is only one sink in MSSC and sink sharing
is allowed, then its optimal solution is to find a minimum
Hamiltonian cycle through all Pols and this sink with all sensors
working cooperatively along this cycle.

Proof. Suppose some sensors work on two different cycles,
C:1 and Cy, in the optimal solution, which are respectively
allocated m; and ms sensors as shown in Figure 5a. Since
we only have one sink s, C; and C; must both contain s.

Target Point Target Point

"I Mobile Sensor Sink

" Mobile Sensor Sink

(a) Before reallocation (b) After reallocation

Fig. 5. An illustration for single-sink sweep coverage problem

If we join these two cycles together as C as shown in

Figure 5b, according to triangle inequality, we have
d(C) < d(Cr) + d(Ca). (39)

Now reallocate the (m1 + mz) sensors to C. We can get a
better global sweep period

d€) _dC) +dC) o {d(cl), d(Cs) } . (40)
my + My my + ma my o M2
This finishes the proof of this theorem. O

Theorem 5 also reveals the fact that in the optimal
coverage scheme of MSSC, sweep cycles do not share sinks.
This justifies our choice of cycle covers (i.e., no sink sharing)
as solutions to the MSSC problem in general case.

6 PERFORMANCE EVALUATION

In this section, we evaluate the performances of CoCycle and
SinkCycle, and compare them with other previous works on
a simulation platform written in Python 3.6. All simulations
are carried out on a standard Intel(R) Core(TM) i7-8750H
CPU @ 2.2GHz processor.

6.1 Algorithms in Comparison

We find several previous algorithms for evaluation purpose
and their brief descriptions are as follows.

o OSweep [24] is an algorithm for the CSC problem. It
first uses a polynomial time approximation scheme
(PTAS) to find a TSP cycle, and then allocates the
sensors evenly on this cycle, making them move
towards the same direction to cooperatively cover
all Pols. Although the approximation ratio of the
PTAS is fairly good, its time complexity is too high
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in practice. In our simulations, we use a simpler MST
based algorithm to find the TSP cycle for OSweep.

o MinExpand [24] is a heuristic algorithm for the CSC
problem. Its objective is to find the minimum num-
ber of sensors with a fixed global sweep period. It
selects a corner Pol as the starting point of a cycle,
and constantly adds the Pol with the smallest path
increment to this cycle before it fails to meet the
sweep period requirement. Then it requests a new
sensor and repeats the above procedure until there
are no uncovered Pols. In our simulations, although
MinExpand has a different objective from the defini-
tion of CSC, we use the binary search strategy to find
the minimum sweep period it can achieve with no
more than m sensors.

o PDBA [36] is a randomized heuristic algorithm for
the CSC problem. Its objective is to find the minimum
number of sensors with a fixed global sweep period
as well. It randomly selects a Pol as the starting
point of a cycle, and constantly expands this cycle
by adding the Pol with the minimum perpendicular
distance to the last line segment of the cycle. When
this cycle cannot meet the sweep period requirement,
it requests a new sensor and repeats this procedure
until all Pols are covered. In our simulations, we
again use the binary search strategy to find the
minimum sweep period it can achieve with no more
than m sensors. Since it is a randomized algorithm,
we also run it several times and take its average
performance for comparison.

e SCOPe-M-Solver [37] is a heuristic algorithm for the
MSSC problem. Its objective is to find the minimum
number of sensors satisfying both the sweep period
for Pols and the base station (sink) visiting period
for sensors. It first assigns each Pol to the cluster of
its nearest base station, and then constructs cycles
from the base station in each cluster by expanding
in a similar way to MinExpand. By adjusting its
period requirements and adopting the binary search
strategy, we can find the minimum sweep period it
can achieve with no more than m sensors.

Among these algorithms, we use OSweep, MinExpand
and PDBA to compare with CoCycle and use SCOPe-M-
Solver to compare with SinkCycle in our simulations.

6.2 Parameter Settings

In our simulations, we prepare a 200 x 200 virtual plane
and randomly deploy a number of Pols. For simplicity, we
use the Euclidean Distance as the metric d(-). For the CSC
problem, in each simulation, we fix the ratio between the
number of Pols n and the number of sensors m, and vary
the number of Pols n from 20 to 500 with a step of 20. The
ratio (n : m) is chosen from [(20 : 1), (20 : 2), (20 : 3), (20 :
4)]. For the MSSC problem, we first fix the ratio among the
number of Pols n, the number of sinks & and the number of
sensors m when varying the number of Pols n from 20 to
500 with a step of 20. The ratio (n : k : m) is chosen from
[(20:1:4),(20:2:4),(20:1:8),(20: 2 : 8)]. Then we
fix the number of Pols n and the number of sensors m, and
vary the number of sinks k for 10 times in each simulation.
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Here, n is fixed to 200 and m is chosen from [10, 20, 30, 40]. k
will not exceed m in our simulations since SCOPe-M -Solver
may not be able to deliver a feasible solution otherwise.

6.3 Simulation Results

In this subsection, we present the simulation results fol-
lowed by some discussions regarding the performances of
the algorithms in comparison.

6.3.1 Results for CSC

Figure 6 shows the simulation results of varying n when
fixing the ratio (n : m) to (20 : 1), (20 : 2), (20 : 3),
(20 : 4) respectively. As we can see, the global sweep period
decreases when we have more Pols while maintaining the
same ratio of (n : m) in the restricted area. The increase in
the density of Pols allows us to cover more of them using
almost the same number of sensors without compromising
the sweep period requirement. Apparently, we can also
decrease the sweep period by using more sensors given the
same number of Pols.

1000 OSweep 7009 OSweep
9004 —e—MinExpand —e— MinExpand
4 PDBA 6004 PDBA
800 —+— CoCycle —+— CoCycle
700 5004
k] g
2 600 2 B
s « A 8 400
o 500 \k‘ s
g
& 3004
2 400-| - 2
17 -~ ~- 17
300 - "'\«,.\'_._ 200
s
el 100
1004
T T T T 1 0 T T T T !
100 200 300 400 500 0 100 200 300 400 500

Number of Pols

(b)n:m=20:2

Number of Pols
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OSweep 400 OSweep

—e— MinExpand —e— MinExpand
PDBA PDBA
—+—CoCycle —+— CoCycle

500 -

400
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N AN

8

Sweep Period
8

Sweep Period
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Number of Pols Number of Pols

(c)mn:m=20:3 dn:m=20:4

Fig. 6. Results of varying n in the CSC problem (n = |V|)

Among these four algorithms, CoCycle delivers the best
results under most settings, especially when the number of
sensors is relatively small. This is due to the cooperation
among sensors enabled in CoCycle. Although OSweep also
allows cooperative sweep coverage, it forces all sensors
to move on a single TSP cycle through all Pols, causing
some of them to move extra distances. MinExpand and
PDBA are relatively better than OSweep even though they
do not enable any cooperation among sensors, and their
performances are close to CoCycle. However, they have a
common time complexity of O(n?), which makes them less
efficient than CoCycle when there are a large number of
Pols. In our simulation, by setting n = 1000 and m = 50,
the average running time is 743ms for CoCycle, 851ms for
MinExpand and 1097ms for PDBA.
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6.3.2 Results for MSSC

Figure 7 shows the simulation results of varying n when
fixing the ratio (n : k : m) to (20 : 1 : 4), (20 : 2 : 4),
(20 : 1 :8), (20 : 2 : 8) respectively. As is shown in the
figure, the global sweep period decreases when we have
more Pols while maintaining the same ratio of (n : k : m) in
the restricted area. The increase of the number of sensors can
lead to the decrease in the sweep period for both SinkCycle
and SCOPe-M-Solver. However, the increase in the number
of sinks only has a noticeable influence on the sweep period
for SCOPe-M-Solver while the performance of SinkCycle
remains almost the same.

350 - SCOPe-M-Solver 350 4
—— SinkCycle
300 4 300

SCOPe-M-Solver
—4— SinkCycle

2504 250 o

N

8

38
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Sweep Period
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. .

Sweep Period

150 4
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)n:k:m=20:1:8 dn:k:m=20:2:8
Fig. 7. Results of varying n in the MSSC problem (n = |V, k = |S])

To further investigate the phenomenon described above,
we conduct more simulations by varying the number of
sinks when fixing both the number of Pols and the number
of sensors. Figure 8 shows the simulation results of varying
k when fixing n to 200 and assigning k£ to 10, 20, 30, 40
respectively. Since SCOPe-M -Solver only includes one sink
in each sweep cycle, the initial increases in the number of
sinks can reduce the sweep period effectively by shortening
the average edge length in the same cluster. However, with
the further increases in the number of sinks, the benefit of in-
cluding multiple sinks in each sweep cycle begins to reveal,
and the performance of SCOPe-M-Solver becomes worse.
Such behavior is especially noticeable when the number of
sensors is relatively small (e.g., in Figure 8a and 8b). This
explains the observation made by Yang et al. [37] that the
number of base stations (sinks) only has a limited impact
over the number of mobile sensors deployed by SCOPe-M -
Solver. Thus in our simulations, its impact over the sweep
period is also limited given a fixed number of sensors. On
the contrary, the performance of SinkCycle is stable during
this process and stays ahead of SCOPe-M-Solver all the time
due to the consideration of the cross-sink cooperation in
each sweep cycle, which is ignored by the clustering step
of SCOPe-M-Solver.
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Fig. 8. Results of varying k in the MSSC problem (n = |V, k = |S|)

6.4 Evaluation on Real Dataset

In order to investigate the performance of our proposed
algorithms in a more realistic scenario, we find a real-world
Pol dataset on Kaggle [42] which includes over 400,000
unique positions of interest mentioned in wikipedia articles
and other metadata. We select a region of 20 x 20 km from
somewhere in Asian and filter out 2873 Pols in this region.
The number of sensors is chosen from [200, 300, 400, 500] for
both CSC and MSSC, and we randomly initialize 100 sinks
for MSSC. The evaluation results are in Table 1.

TABLE 1
Results of sweep period on real dataset

Algorithm m =200 m =300 m=400 m =500
OSweep 6.33 457 3.12 2.46
MinExpand 593 4.05 291 2.37
PDBA 5.69 3.94 2.72 2.25
CoCycle 5.51 3.59 2.54 2.19
SCOPe-M-Solver  7.28 4.90 3.47 2.94
SinkCycle 5.59 3.66 2.65 2.23

In general, the evaluation results on this real-world Pol
dataset are consistent with the previous discussions. This
validates the potential benefits of using our designs in
practical applications.

7 CONCLUSION AND FUTURE WORK

In this paper, we discuss two variations of the cooperative
sweep coverage problem to minimize the maximum sweep
period for Pols, and design two constant-factor approxima-
tion algorithms respectively.
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For the basic Cooperative Sweep Coverage (CSC) prob-
lem, We propose a 4-approximation named CoCycle to con-
struct a desired cycle cover. Mobile sensors allocated to the
same cycle are evenly deployed on this cycle and move
towards the same direction to cooperatively cover all Pols
on it. For the Multi-Sink Sweep Coverage (MSSC) prob-
lem, we propose a 6-approximation named SinkCycle which
integrates the design idea from CoCycle together with the
modified Prim’s algorithm to deliver an efficient solution.
SinkCycle is the first constant-factor approximation for the
sweep coverage problem with multiple sinks.

We also investigate the CSC problem in one dimensional
case (CSC1D), and provide two optimal algorithms, name-
ly LineSplit-DP and LineSplit-Greedy, for this special case.
They are designed based on dynamic programming and
the greedy strategy respectively. Besides, after analyzing a
special case of the MSSC problem where there is only one
available sink, we find that the optimal coverage scheme
of the MSSC problem in general case does not share sinks
between different sweep cycles.

Finally, we compare our algorithms with several pre-
vious works through extensive simulations. Specifically,
we compare CoCycle with OSweep [24], MinExpand [24]
and PDBA [36], and compare SinkCycle with SCOPe-M-
Solver [37] to evaluate their performances. Both theoretical
analysis and numerical experiments validate the effective-
ness and efficiency of our designs.

There is a small possibility, however, that a large sweep
cycle with multiple sensors but only one sink may be includ-
ed in the solution to the MSSC problem, escalating the issue
of limited storage capacity and power supply. Although we
make sure that each Pol is assigned to its nearest sink at first
and try our best to shorten the sweep period for all Pols, we
still cannot guarantee that such an issue will not become a
bottleneck in practice. In the future, we will further discuss
this issue and take the sink visiting period for sensors into
consideration of the MSSC problem.
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