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Abstract— With the development of 60 GHz technology, data
centers are going to be wireless. A fundamental challenge in
wireless data center networking is how to efficiently use 60 GHz
wireless technology to improve the performance. Many existing
works have been proposed for this, but most of them do not
perform well in connectivity or may not be flexible for different
environments in data centers. This paper presents Graphite,
a novel network structure that has many desirable features for
wireless data centers. The whole architecture can be suitable
for several different deployments of data centers. In Graphite,
the problem of link blockage can be properly solved. Graphite
makes best use of the propagation distance of 60 GHz and
allows one server to communicate with as many other servers
as possible. Graphite also improves the average node degree,
which is more than any other existing wireless topologies on
the same condition. Furthermore, Graphite can be suitable for
data center with different deployments. We build a small testbed
of Graphite to demonstrate its ability to solve the problem of
link blockage. Results from theoretical analysis and extensive
evaluations show that Graphite is a viable wireless topology for
data center networks.

Index Terms— 60 GHz, topology design, wireless data center.

I. INTRODUCTION

MANY large data centers have been built to provide
various cloud services such as social networking, data

storage, online e-business, etc. The growing number of dif-
ferent clients and a variety of Quality of Service standards
require the underlying service platforms to meet special system
and communication requirements, including scalability, cost
effectiveness, high throughput, and low oversubscription. As a
result, a number of recent efforts have investigated techniques
for deploying more efficient data center networks (DCNs) [4],
[14], [16], [17], [28], [33].

Most state-of-the-art data centers are connected by wired
links with specific network topologies [18], [22], [29], [43].
Although such connections can offer a range of benefits like
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fast transmission speed and multi-path routing mechanisms,
they have some inherent drawbacks which cannot be easily
solved by the deployment of wired network technology. The
first is the difficulty of system scalability. To expand the
scale for a wired data center, currently we cannot avoid
the complicated recabling procedure, the reconfiguration of
the whole network, and the replacement of hardware for
compatibility issues, which waste huge amount of time and
cost millions of dollars.

The second problem is the low bandwidth utilization effi-
ciency among racks in a data center. The fixed numbers
of fibers between switches and servers restrict the upper
bound of pairwise available bandwidth, which cannot satisfy
the unpredictable bandwidth requirements well (like dealing
with elephant flows), or leverage the unbalanced traffic eas-
ily (like reducing hotspots in the network). Currently, we can
only design complex, yet sometimes unpractical scheduling
algorithms to better utilize the bandwidth, and bandwidth
expansion is even more complicated.

The third drawback comes from the expensive system
construction and maintenance cost. The cabling cost may take
up to 3∼8% of the overall infrastructure budget [34], while the
significant volume of space occupied by cables may degrade
the overall cooling efficiency of the data center and increase
the maintenance cost greatly.

To overcome these issues, 60 GHz wireless communication
technology has been exploited to replace or supplement the
underlying wired topology. This recently popularized wire-
less technology has enabled high speed data transmissions,
which satisfies the transmission requirements of data center
networks. The 60 GHz spectrum (57∼64 GHz) was set aside
as unlicensed by the FCC in 2001 and the available 7 GHz of
spectrum can support multiple wireless links of Gbps speeds.

60 GHz technology was first introduced to data cen-
ter networks by Ramachandran et al. [35] as a solution to
reduce the cabling complexity. Later, Kandula et al. [25] and
Halperin et al. [19] implemented this idea and proposed Fly-
ways as an incremental overlay network to the original wired
network, in which HXI devices with horn antenna are placed
on top of existing tree-like topologies in data centers to gener-
ate additional wireless links. As shown in Figure 1(a), Flyways
can provide fast wireless connections between two racks
within a short distance and without tween obstacles, but the
distance constraint and obstacle-free requirement restrict the
number of wireless links it can generate and the connectivity
improvement it can bring to a data center topology.

Recently, Zhou et al. [49] proposed 3D Beamforming
to establish indirect line-of-sight communication between
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Fig. 1. Beamforming wireless links in (a) Flyways, (b) 3D Beamforming,
and (c) Graphite.

two racks by carefully bouncing the 60 GHz signal over the
ceiling of a data center, as shown in Figure 1(b). Using such
a method, 3D Beamforming can generate more wireless links
than Flyways with the same number of devices. Unfortunately,
to guarantee the connectivity of data centers, 3D Beamforming
has strict requirements on the quality of the ceiling and the
height between wireless devices and the ceiling. First, the ceil-
ing has to be as flat as possible, which is not prevalent in
data centers. Additionally, the horizontal effective transmission
range of wireless devices decrease rapidly when the height
between ceiling and wireless device increases, whereas the
ceiling is often very high for the cooling purpose. Thus the
performance of 3D Beamforming may degrade sharply, and
even performs same as Flyways.

Inspired by their works, in this paper we propose a new
wireless topology named Graphite. As shown in Figure 1(c),
Graphite is a multi-layer design derived from traditional mesh
topology and has its own new features. Compared with the
existing hybrid topologies even using the same number of
wireless devices, Graphite has some advantages as follows.

• Compared with Flyways, Graphite efficiently solves the
link blockage problem by introducing a liftable and
rotatable crank arm. In Graphite each wireless device
has the ability to communicate with more peers within
its transmission range.

• Compared with 3D Beamforming, Graphite relaxes the
strong requirements on the ceilings and the betweenness
distance. The performance of Graphite is not affected by
the ceiling height and quality, and Graphite increases the
average node degree of data center networks, bringing
potentially more benefits for routing and load balancing.

• Graphite can alleviate the inflexibility issue in exist-
ing data center networks without sacrificing scalability.
It generates almost the largest number of wireless connec-
tions for a wireless device within its transmission range.
Moreover, it is applicable for many different data centers
with various environments.

The purpose of our design is to construct a supplementary
wireless network to improve the connectivity and scalability

of a data center network with the help of 60 GHz wireless
technology. Besides the discussions above, we also make the
following contributions in this paper.

• First, we provide a detailed system design of Graphite,
and illustrate its construction. We implement a small
testbed of Graphite, whose results validate the effective-
ness of our design. We also introduce a generalization of
Graphite such that it can be implemented in many data
centers with different environments.

• Second, we precisely depict the mathematical model of
Graphite and provide theoretical analysis on the compar-
ison of Graphite with Flyways and 3D Beamforming.

• Finally, we evaluate Graphite by extensive evaluations.
Both our theoretical analysis and evaluation results ver-
ify that Graphite does perform better than the existing
wireless topologies.

The rest of the paper is organized as follows. In Section II,
we review related works. In Section III, we present the design
of our communication frontend. In Section IV, we describe
topology design of Graphite. In Section V, we give our
analysis of Graphite. In Section VI, we report numerical
results. Finally, Section VII concludes the paper.

II. RELATED WORKS

Traditional data centers use commodity-class computers and
switches connected by wired links. There are many repre-
sentative network topologies, briefly divided as switch-centric
and server-centric topologies. In switch-centric topologies,
switches take charge of majority interconnection and routing
works, while most of the servers act as the end users in
the network. Tree-like topologies are usually switch-centric,
such as Fat-Tree [4], Portland [33], Elastic Tree [22], Aspen
Tree [43], Diamond [40], and their variations like VL2 [14]
and Monsoon [15]. Other topologies like FBFLY [2] also refer
to switch-centric DCNs.

Different from these switch-centric network topologies,
in server-centric topologies, servers enable the functions of
interconnection and routing while the switches only provide
easy crossbar function. Server-centric topologies are often
defined recursively with multiple layers, in which a high-
level structure consists of certain low-level structures and the
structures at the same level are connected with each other
by a well-defined way. Typical examples include DCell [17],
BCube [16], MDCube [46], FiConn [28], CamCube [3],
HCN [18], and SWCube [29]. More details are available in
surveys [6], [21].

Although these proposals bring benefits for routing purpose,
they significantly increase network construction complexity
and scalability difficulties, because of their strict rules on the
number of required links or switches and complicated cabling
strategies. Optical circuit switching technology can be one of
the possible replacement to supply high bandwidth for data
centers, like C-Through [44] proposed by Wang et al.. There
are also many effective works in this area, such as Helios [12],
Hedera [5], DOS [47], Proteus [38], REACToR [30], and
Quartz [31]. However, such optical circuit switching incurs
relatively substantial cost while the wireless data center has the
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benefits of reduced cost and deployment complexity. Readers
can refer to a survey [24] for details.

Because of the favorable characteristics of 60 GHz signals,
several works began to use 60 GHz wireless technology
to improve the performance of data center networks. This
technology was first proposed to data center networking
by Ramachandran et al. [35] as a solution to reduce the
cabling complexity. They categorized the wireless commu-
nication patterns in data centers into three groups, Line-
of-Sight (LOS) between racks, indirect Line-of-Sight with
reflectors, and multi-hop Non-Line-of-Sight (NLOS). They
also proposed some considerable problems and challenges
in realizing 60 Ghz wireless technology applied in the data
centers.

Later, Kandula et al. [25] and Halperin et al. [19] proposed
Flyways to augment data centers networks with embedded
wireless links. In their work, The backbone network is a
common oversubscribed DCN, while each Top-of-Rack (ToR)
commodity switch is attached by one or more 60 GHz wireless
devices with electronically steerable directional horn antennas.
Several multi-Gbps 60 GHz wireless links can parallel work
between pairwise ToR’s to supply extra link capacity. Flyways
can be viewed as a milestone to implement wireless links as
an overlay network on top of the underlying wired networks,
which significantly improve the system performance with low
cost of wireless devices. Many researchers have paid attention
to this area ever since.

From then on, researches about 60 GHz technologies can
be divided into two categories: architecture design and per-
formance optimization. The former focuses on the physical
characteristics of wireless links, the topological connections
of hybrid data center networks (HDCN), and the potential
benefits of wireless communications, such as beamform-
ing [42], beamsteering [26], MIMO link design [27], and RF-
HYBRID [23]. Researchers even considered the wireless dat-
acenter fabric using free-space optics [20]. The latter mainly
discusses the optimization strategies for HDCNs to improve
the system performance with the help of wireless connections.
For instance, many researches concentrate on the channel
allocation of wireless links in data center [7], [9]. Some of
them [8], [10] attempt to divert traffics from hotspots by wire-
less links without interferences to maximize the throughput
and utilization of the whole network.

Researchers even considered the feasibility of constructing a
completely wireless DCN [36]. They designed a new topology
and proposed cylinder racks and sector servers to fully utilize
wireless connections. However, their topologies are planar
and have high rack density, in which most links are on
the same plane with risk of the problem of link blockage.
The transmission range of 60 GHz signals also restricts the
neighbors each node may connect to, and thus decreases the
connectivity greatly.

Recently, an innovative work, 3D Beamforming [48], [49],
was proposed to let 60 GHz signals bounce off data center
ceilings using beamforming technology. This work establishes
indirect line-of-sight connection between any two racks in a
data center, solving the link blockage problem efficiently. They
also proposed Angora [50], a low-latency facilities network

using low-cost, 60 GHz beamforming radios that provide
robust paths decoupled from the wired network. However,
in modern data centers, ceilings are often very high for cooling
purpose, and 3D Beamforming may not be applicable when
the height of ceilings is not feasible.

Diamond [11] is another good work in wireless data center
network architecture. They proposed the deployment of scal-
able 3D Ring Reflection Space interconnected with stream-
lined wired herringbone to enable large number of concurrent
wireless transmissions. The novel Diamond nests the wired
DCN with radios equipped on all servers. It is a different
design from a complete wireless data center network and the
preciseness that the multi-reflection of wireless links requires
is not easy to achieve in reality.

Consequently, we propose Graphite, which is suitable for
most deployments of data center. Our topology not only solves
the link blockage problem properly, but also allows each rack
in data centers to connect with most of its neighbors directly
up to the transmission range of 60 GHz signals.

III. COMMUNICATION FRONTEND DESIGN

In this section, we present the design of our liftable 3D
Beamforming radio frontend, and show its effectiveness on
bypassing obstacles in our testbed.

A. 60 GHz Communication Preliminary

As a license-free wireless communication technology,
60 GHz radios show significant superiorities compared with
their companies of 2.4 GHz and 5 GHz radios, and have
been adopted by multiple designs of data center network
topology (e.g., [25], [35], [49]). Standard 60 GHz proto-
cols, say WirelessHD [45] and WiGig (also known as IEEE
802.11ad) [1], have been released to support up to 28 Gbps and
7 Gbps point-to-point transmissions, respectively. Due to fast
attenuation, 60 GHz radios employ beamforming to increase
receive/transmit gain by concentrating transmission energy in
a specific direction. Off-the-shelf 60 GHz beamforming radios
in the form of both horn antennas [32] and antenna arrays [37]
have become affordable in recent years. Incorporated with
mechanical or electronic mechanisms, they can have fine-grain
directional control [19], [41] and less likely to be interfered
by other nearby 60 GHz transmissions.

B. Design of Liftable 3D Beamforming Radio Frontend

To cope with link blockage, existing approaches either
carefully place 2D beamforming radios on top of the
racks [25], or implement an elegant integration of 3D beam-
forming and a metal reflector [49]. However, while 2D beam-
forming avoids or reduces link blockage by limiting the
rotation flexibility of the radios and relying on bandwidth-
consuming multi-hop relay, reflection-based 3D beamforming
may considerably shorten span of the communication range in
horizontal plane, especially when the reflecting ceiling is far
away from the radios.

To overcome the shortages of the aforementioned
approaches, we design a hierarchical 3D beamforming
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Fig. 2. Graphite’s liftable crank arm with 3D beamforming radio frontend.
(a) Front view. (b) Side view. (c) Full view.

Fig. 3. Graphite’s 3D beamforming radio frontend. Parts inside the metal
waveguide is indicated using dashed rectangles.

approach, in which we integrate each beamforming horn with
a liftable and rotatable crank arm, as shown in Figure 2. With
the help of the crank arm, radios can be risen or lowered
to appropriate levels and rotated into appropriate directions.
Thus, nonblocking radios in the same layer and from different
layers can have line-of-sight wireless connections.We adopt
the crank arm to avoid link blockage cased by the straight
arm, and thus links in lower levels will not be blocked by
carefully rotating the crank arm.

Nowadays, several motion control products of FLIR, such
as Pan-Tilt Unit-D47 and Pan-Tilt Unit-E46, can achieve
max speed of 300◦/Sec with position resolution as small as
0.003◦ [13]. Thus, although in our prototype, the movement
of radios are done manually, automatic rotating and lifting
devices for 3D beamforming radio can be easily integrated in
the commercial product.

Figure 3 shows our 3D beamforming radio frontend. The
radio frontend integrates a SB9220 network processor and
a SB9210 RF transceiver providing 4 Gbps over-the-air data
transfer rate within 10 meters [39], and is connected with a
metal waveguide to direct radio waves in a beam. It imple-
ments WirelessHD 1.0 standard on a 7 GHz channel in the
60 GHz extremely high frequency radio band.

According to [49], 3D Beamforming can reach 6+Gbps
even at a very low transmit power when the two endpoints
are separated by not over 10m. [49] also shows that the link
data rate decreases rapidly when the link distance of 3D (2D)
Beamforming is more than 10m (11m). Thus, we assume the
60 GHz signal propagates 10m in our paper. What needs to be
pointed out is that this assumption does not cause significant
difference to our design.

C. Nonblocking Communication With Liftable 3D
Beamforming Radios

To demonstrate the effectiveness of our design, we have
built a liftable 3D beamforming radio testbed. The testbed is
used to study the feasibility of using liftable 3D beamforming
radios to implement nonblocking communications on top of
the racks.The testbed consists of a pair of liftable 3D beam-
forming radios, between which one for transmitting and the
other for receiving. We vary the distance between the pair of
radios from 1m to 9m with a step of 0.5m. By adjusting the
liftable heads onto suitable layers and turning the radios into
suitable directions, a 4 Gbps communication link between the
pair of radios can be established without obvious lag.

Figure 4 shows the deployment of a pair of liftable 3D
Beamforming radios onto 2 different layers. By adjusting the
liftable heads onto different layers and turning the direction of
the radios, a communication link between the pair of radios
can be established. Next,We place a metal square plate with the
size of 5cm×5cm×3mm, which can block 60 GHz wireless
signals, to act as an obstacle radio between the pair of radios.
As shown in Figure 5, we have tested four representative
deployments of the liftable 3D beamforming radios. Our
experiment results show that the communication link can be
formed in all the four cases. Especially, in case 1 and 3,
the communication links are not blocked given the crank arm.

What’s more, we also lower the power of the transmitter
and measure the signal strength in a 1m× 1m square right in
front of the radio in order to infer the interference range. The
sniffer (receiver) is an omni-directional antenna.

As we can see in Figure 6, the radio has fine-grained direc-
tion control. The beam emitted by the horn antenna propagates
in a cone-shape and does not spread out much. Actually,
the largest spread-out angle that we calculate from Figure 6(b)
is about 2α, that is 2 × 9.04◦, i.e., the interference area of a
radio is a right cone whose aperture is 18.08◦. The base of
such a cone with height h = 10m is a circle of radius 0.9m.
Furthermore, we also detect the interference range at the crow-
fly distance of 10m away from the transmitter in its main
transmission direction. The interfered area is roughly a circle
with radius 0.9m, which is also coincident to the result of
Flyways got through experiments [49] in the rough.

Given the above measurement results, we can make a pair of
radios communicate with each other without interfering with
the other radios by carefully designing the 3D topology of
the 60 GHz wireless network. More specifically, in Graphite,
we achieve this goal by setting radios onto different layers and
carefully designing the vertical distance between layers which
is shown in Section V-E in detail.

IV. TOPOLOGY DESIGN

Most of existing designs intelligently place radios on top
of the racks in the same horizontal plane (e.g., [25], [49]).
However, these approaches are either only effective for some
rack pair connections, or significantly shorten the commu-
nication range for seeking the help of reflection by ceiling.
In contrast to existing designs, we propose a multi-layer
topology, namely Graphite, in which the radios are carefully
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Fig. 4. Deployment of a pair of liftable 3D Beamforming radios onto 2 different layers. (a) Case 1: Both of the radios are on the lower layer. (b) Case 2:
The right radio is higher than the left one. (c) Case 3: The right radio is lower than the left one. (d) Case 4: Both of radios are on the higher layer.

Fig. 5. Deployment of a pair of liftable 3D beamforming radios onto 2 different layers free of blockage by an obstacle. (a) Case 1: The radios are on a
lower layer than the obstacle. (b) Case 2: The radios are on a higher layer than the obstacle. (c) Case 3: The radios are on different layers, and the obstacle
is on the same layer as the higher radio. (d) Case 4: The radios are on different layers, and the obstacle is on the same layer as the lower radio.

Fig. 6. The beam pattern of the radio. (a) Heat map. (b) Contour map.

placed onto layers with different heights. We show that such
a topology can greatly reduce the link blockage, and thus
increase the connectivity among the top-of-rack radios.

The objective of the topology design is to let each radio in
the wireless data center network can connect to as many radios
as possible within its communication range. We consider that
the radios are homogenous, and have the same communication
range R.

To clearly present the idea of the topology design, we start
from a simple case of mesh unit, in which there is a
4× 4 square mesh of radios, as shown in Figure 7. In this
mesh unit, the horizontal and vertical distances between two

Fig. 7. A 4 × 4 square mesh of radios. Yellow square dots and blue round
dots represents the radios residing in the higher layer and the lower layer,
respectively. (a) Side view. (b) Top view.

adjacent radios are no more than R/3, such that every pair of
radios residing in the same row or column in the mesh unit can
communicate with each other if the line of sight path between
them is not blocked.

Figure 7 also shows our design for the topology of the
4× 4 square mesh unit. This topology has two layers, a lower
layer and a higher layer. In Figure 7(b), we use yellow square
dots and blue round dots to represent the radios residing in
the higher layer and the lower layer, respectively.

Such a topology guarantees that any pair of radios within
the communication range can talk to each other without
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Fig. 8. Coverage of a radio. (a) Coverage in a single mesh unit. (b) Coverage
in a mesh tiled by the mesh unit.

Fig. 9. Topologies of 2-layer Graphite. (a) 2-layer Graphite tiled with a 4×4
mesh unit, which is indicated by a dashed square. (b) Molecular structure of
graphite.

blockage. As indicated by Figure 8, the top-left radio can talk
to 10 radios in a single mesh unit, and a radio can connect
to up to 28 radios within its communication range in a mesh
tiled by this mesh unit.

When tiling the mesh with the above mentioned unit,
we observe that the 2-layer Graphite looks very similar to the
molecular structure of graphite, as shown in Figure 9. Conse-
quently, we name the design of the topology as Graphite. Fur-
thermore, illuminated by the molecular structure of graphite,
we extend the 2-layer Graphite to adapt to the general case of
l layers. The denser the wireless mesh is, the more layers are
needed to facilitate non-blocking communications.

First, we need to determine how many layers are needed to
avoid link blockage. We consider that the largest rectangular
unit within the range of an R×R square area is an m×n mesh
of radios.1 In each row, to avoid having more than 2 radios in
the same layer, we need at least �n

2 � layers. Similarly, in each
column, to guarantee having at most 2 radios in the same
layer, we need at least �m

2 � layers. Consequently, the minimum
number of layers needed is

l = max
(⌈m

2

⌉
,
⌈n

2

⌉)
. (1)

We set the layers to have increasing heights from layer 0 to
layer l − 1.

Next, we set the layer for each of the radios in an x×y mesh
of wireless data center network. Illuminated by the molecular
structure of graphite, we adjust the layer for every radio in each
row, and jump to another layer by every two radios in each
column, without loss of generality. Specifically, the layer of the
first radio in row i (0 ≤ i < x) is set to layer �i/2�%l. Then,

1The selection of m (n) should leave enough room for radios to form
communication links from different layers in the same column (row). Let
δrow (δcolumn) denote the distance between two adjacent racks in a
row (column). Consequently, the selection of m and n should be no larger
than �R/δcolumn� and �R/δrow�, respectively.

Algorithm 1 Graphite Topology Construction
Input: An x× y mesh of wireless data center network,

the maximum mesh m× n unit within the area of
an R×R square.

Output: Number of layers needed l, a profile of layer
allocation for the radio in the mesh hx,y.

1 l← max (�m/2� , �n/2�);
2 for i← 0 to x− 1 do
3 for j ← 0 to y − 1 do
4 hi,j ← ((�i/2�%l) + j)%l;
5 end
6 end

Fig. 10. Topologies of 3-layer and 4-layer Graphite. (a) 3-layer Graphite
tiled with a 6 × 6 mesh unit. (b) 4-layer Graphite’s 8 × 8 mesh unit.

the radio at position (i, j), where 0 ≤ i < x and 0 ≤ j < y,
is set to layer hi,j = ((�i/2�%l) + j)%l.

Algorithm 1 shows the pseudo-code of the above process
for layer determination.

Sample topologies with 3 and 4 layers produced by our
algorithm are shown in Figure 10. From the figures, we can
see that our algorithm maps the radios to a well-organized
graphite structure.

We note that we can use a smaller number of layers than
that calculated by Equation (1) to limit the radios within a
constrained vertical range, with slightly lowered average node
degrees in practice.

What’s more, we note that, we can install multiple radios per
rack in Graphite similar to what is done in 3D Beamforming
and Flyways. Thus, the rack can talk with multiple racks at the
same time. The main topology design will not be influenced by
this as the radios can rotate to different directions in Graphite,
so we omit this discussion not only due to the lack of space,
but also to make our design more concise to be understood.

V. THEORETICAL ANALYSIS

In this section, we will investigate the performance of
Graphite and prove theoretically that our design of Graphite
is feasible and highly efficient, which makes the best use of
the 60 GHz wireless technology.

A. Holistic Approach

We consider an x× y mesh of ToRs (Top-of-Rack switches
embedded with 60 GHz antenna) in the wireless data center
network. Number of racks in every row and every column is
represented by x and y respectively. The horizontal distance
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between two adjacent racks is denoted by d while the vertical
interval is w. For the sake of convenience, we denote the
reciprocal of d by dr.

We use graph G = (V, E) to stand for the wireless network
in this section. Here V ={ToRi} consisting of all the ToRs
with 60 GHz antenna, and E ={(ToRi,ToRj)} containing pairs
of ToRs that can connect directly with one another through
wireless links.

In order to demonstrate the higher connectivity of Graphite
than other designs, such as Flyways and 3D Beamforming,
we introduce two metric Δ and θ to evaluate the performance
of various designs. Here Δ represents the average node degree
of a wireless network topology, namely

Δ =
1
|V |

∑
v∈V

deg(v),

where deg(v) is the degree of vertex v. And θ stands for
the node coverage percentage for a ToR compared with the
number of ToRs in the range of propagate ratio R. More
specifically,

θ =
deg(v)

|{v′ : dist(v, v′) < R}| ,

where v can be any vertex in the center part of network,
not considering the boundary effect and dist(v, v′) means the
horizonal distance between two nodes v and v′.

From the definition, we know that the larger the parameters
Δ and θ are, the more neighbors one node can communicate
with averagely, the higher connectivity the wireless network
will get and the better application of the wireless technology
will be. In the next three subsections, we will analyze and
calculate the metric Δ for each design (Flyways, 3D Beam-
forming, Graphite) respectively, and thereby show the superi-
ority and efficiency of Graphite. First of all, however, we need
the following lemma to help us analyze the performance of
different designs.

Lemma 1: The average node degree Δ of graph G =
(V, E) can be derived from:

Δ =
2|E|
|V | .

It is remarkable that the order of graph G is |V | = xy
according to our assumption. Hence, in order to calculate the
average node degree Δ with the aid of Lemma 1, we only
need to figure out the size of G, namely the number of edges
of G.

To compare the performance of three topologies, we define
graph Gflyway , Gmirror, and Ggraphite to denote the wireless
graphs formed by Flyways, 3D Beamforming, and Graphite
respectively. Easy to see, these three graphs have the same
vertex set V , and the only difference of these three graphs
comes from the edge set E.

B. Performance of Flyways

In this subsection, we evaluate the performance of Flyways
design. First of all, we calculate the size of graph Gflyway .

Theorem 1: In Flyways design, the total number of edges
in graph Gflyway is

|Eflyway| = y(x− 1) + (y − 1)[(2u + 1)x− u(u + 1)],

where u =
⌊
dr

√
R2 − w2

⌋
.

Proof: Due to the limitations and characteristics of
wireless technology, wireless connections occur only between
adjoin racks or racks within a certain distance from two
adjacent rows. Consequently, all edges in Eflyway can be
classified into two categories:

Case 1: Links in one row.
In this case, the two switches are next to each other. Since

there are x−1 pairs of adjacent ToRs in every row, the number
of such edges adds up to

y · (x− 1).

Case 2: Links between two neighboring rows.
As for a particular ToR in Vflyway , it connects to at most

2u+1 ToRs in one neighboring row considering the limitation
of distance, where u =

⌊
dr

√
R2 − w2

⌋
.

However, nodes near the boundary can only connect to a
portion of the above maximum number. By subtracting such
edges, we could derive the number of edges between two
adjacent rows as

(2u + 1) · x− 2
u∑

i=1

i = (2u + 1)x− u(u + 1).

Therefore, the number of edges altogether in this case is

(y − 1) · [(2u + 1)x− u(u + 1)].

Eventually, we add the above two numbers together and
acquire the overall number of edges in graph Gflyway , as has
been showed in the conclusion of the theorem. �

Then we are able to obtain the average node degree of
Flyways design by simply applying Lemma 1.

Theorem 2: In Flyways design, the average node degree is

Δflyway = 2
(

1− 1
x

)
+ 2

(
1− 1

y

)[
(2u + 1)− u(u + 1)

x

]
.

C. Performance of 3D Beamforming

In this subsection, we will analyze the performance of 3D
Beamforming design. Similarly, we use the notation Gmirror

to represent the wireless graph, derived from Flyways embed-
ded with ceiling reflectors. The height from ToRs to the ceiling
is denoted by h.

With similar steps, we firstly calculate the number of edges
in graph Gmirror. Here sgn(·) is the sign function, i.e. sgn(x)
equals 1 if x is positive, −1 if x is negative, and 0 if x = 0.

Theorem 3: In 3D Beamforming design, the total number
of edges of graph Gmirror, namely |Emirror|, is

2∑
i=0

1 + sgn(i)
2

(y − i)[(2vi + 1)x− vi(vi + 1)]− 1
2
xy,
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where

v0 = �drR
′�,

v1 = u =
⌊
dr

√
R2 − w2

⌋
,

v2 =
⌊
dr

√
R′2 − 4w2

⌋
,

R′ =
√

R2 − 4h2.
Proof: The critical difference between Flyways and 3D

Beamforming is that wireless links could be constructed with
the help of ceiling reflection in 3D Beamforming design.
Therefore, more edges will appear in the wireless network
graph. Since the propagation radius is R and the height from
the top of rack to the ceiling is h, it is equivalent to say that
the actual horizonal propagation radius is R′ =

√
R2 − 4h2.

In other word, the maximum horizonal distance the signal can
transmit is R′, on the condition that the signal is reflected by
the ceiling once.

In a traditional data center network, the height of ceilings
is usually 2m to 3m, while the propagation range is about
10m. Hence, the actual propagation radius of 3D Beamforming
design is approximately 8m to 9m. In comparison, the distance
between two adjacent rows is about 2.4m, and the depth of
a rack is around 1.2m [49], so the distance between two
adjacent racks in vertical line w ≈ 3.6m. Therefore, wireless
connections could only be constructed between rows that are
located with at most one row between them. All edges in graph
Gmirror are accordingly classified into three categories:

Case 1: Links in one row.
Since ordinary wireless connections occur only between

adjoin racks, this sort of links can all be build through ceiling
reflections. The actual propagate range is R′, so one node
could connect to at most 2v0 nodes in the same row, where
v0 = �drR

′�. Similar to Theorem 1, we can formulate that
links in one row is

1
2
· [2v0x− v0(v0 + 1)],

and the overall number of edges of this kind is

y · 1
2
[2v0x− v0(v0 + 1)].

Case 2: Links between adjacent rows.
In this situation, ToRs can be connected by wireless links

directly within the transmission range. As a result, the number
of links is exactly the same as what we have acquired in
Theorem 1 Case 2, which is

(y − 1) · [(2v1 + 1)x− v1(v1 + 1)],

where v1 = u =
⌊
dr

√
R2 − w2

⌋
.

Case 3: Links between rows with one row in the middle of
them.

In this case, wireless links can only happen through ceiling
reflection. Similar to the calculation in Theorem 1 Case 2,
one ToR could connects to at most 2v2 + 1 ToRs in one
satisfactory row, where v2 =

⌊
dr

√
R′2 − 4w2

⌋
. The number

of edges between two such rows is

(2v2 + 1)x− v2(v2 + 1).

Therefore, the number of edges altogether in this case is

(y − 2) · [(2v2 + 1)x− v2(v2 + 1)].

In the end, the overall number of edges in graph Gflyway

can be obtained by summing up the results we get in these
three cases. �

In the light of Lemma 1, we can figure out the average node
degree of 3D Beamforming as the following theorem.

Theorem 4: In 3D Beamforming design, the average node
degree Δmirror equals

2∑
i=0

[1 + sgn(i)]
(

1− i

y

) [
(2vi + 1)− vi(vi + 1)

x

]
− 1.

D. Performance of Graphite

In this subsection we try to demonstrate the superiority of
our design, Graphite. We use two-layer Graphite as an example
and evaluate its connectivity. Easy to see, more layers in
Graphite will bring denser connections, which performs even
better. Ggraphite represents the wireless network of two-layer
Graphite. We use h2 to stand for the vertical distance between
the first and the second layer in Graphite.

First of all, we figure up the number of edges of graph
Ggraphite by drawing analogies between two-layer Graphite
and the previous two designs.

Theorem 5: The size of graph Ggraphite is

|Egraphite|
=

1
4
y(5x− 8) +

1
2
(y − 1)[(2u + 1)x− u(u + 1)]

+
1
2

2∑
i=0

1 + sgn(i)
2

(y − i)[(2wi + 1)x− wi(wi + 1)],

where

u =
⌊
dr

√
R2 − w2

⌋
,

w0 = �drR
′′�,

w1 =
⌊
dr

√
R′′2 − w2

⌋
,

w2 =
⌊
dr

√
R′′2 − 4w2

⌋
,

R′′ =
√

R2 − h2
2.

Proof: Since the wireless links can be constructed between
ToRs in the same layer or from different layers, we calculate
the number of these two sorts of edges respectively.

Case 1: Links in one layer.
In this case, the ToRs at the same height forms a topology

like the molecular structure of graphite. Links can be con-
structed not only in the same row and between neighboring
rows, but also at the principal diagonal in each hexagon.
We discuss these three subcases separately.

1) Edges in one row could only take place between adjacent
racks, thus the total number of such edges is

y · (x− 2).

2) As for edges between adjacent rows, the number of this
kind of edges is half of that in Flyways because only
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half of the other nodes are in the same layer of it. Hence,
the overall number of edges in this situation adds up to

1
2
· (y − 1) · [(2u + 1)x− u(u + 1)],

where u =
⌊
dr

√
R2 − w2

⌋
.

3) Finally for the remaining edges, there is one edge in
each hexagon, and each node is adjacent to exactly one
such edge. This yields that the number of such edges is
1
2xy.

All in all, the total number of edges in Case 1 sums up to

y(x− 2) +
1
2
(y − 1)[(2u + 1)x− u(u + 1)] +

1
2
xy,

where u =
⌊
dr

√
R2 − w2

⌋
.

Case 2: Links between two layers.
The height difference between two layers is h2, so the

horizonal transmission radius is R′′ =
√

R2 − h2
2. Compare

with 3D Beamforming design in which the height of the
ceiling is set to h2/2, we can easily find out that the degree
of each node in this case is half of the corresponding one
in 3D Beamforming, because only half of other nodes are in
different layer. The only difference between them is that in 3D
Beamforming we can only build links with ceiling reflection
rather than connection directly. Consequently, the number of
edges altogether in this case is

1
2

2∑
i=0

1 + sgn(i)
2

(y − i)[(2wi + 1)x− wi(wi + 1)]− 1
4
xy,

where

w0 = �drR
′′�,

w1 =
⌊
dr

√
R′′2 − w2

⌋
,

w2 =
⌊
dr

√
R′′2 − 4w2

⌋
.

In conclusion, by adding the number of edges in the above
two cases, we obtain the size of Ggraphite and prove the
theorem. �

Finally, Lemma 1 yields the following theorem in which the
average node degree of two-layer Graphite is formulated.

Theorem 6: In two-layer Graphite design, the average node
degree is

Δgraphite

=
(

5
2
− 4

x

)
+

(
1− 1

y

) [
(2u + 1)− u(u + 1)

x

]

+
2∑

i=0

1 + sgn(i)
2

(
1− i

y

) [
(2wi + 1)− wi(wi + 1)

x

]
.

Compared with the results from Theorem 2, and Theorem 6,
the formula of average node degree indicates that Graphite
has much higher connectivity than Flyways. Meanwhile, data
centers usually have high ceilings for the purpose of cooling,
thus the parameter h is usually large. As a result, Graphite
outperforms 3D Beamforming as the average node degree
of the latter design declines rapidly when h increases while
Graphite solves this problem by setting antennas at distinct lev-
els without utilizing the ceiling (see the comparison between

Fig. 11. Radio Model for Calculating Vertical Distance Between Layers.
(a) Signal Model of the Radio. (b) Radio Model. (c) Rotating Radio Model.

Theorem 4 and Theorem 6). More detailed and specific
numerical results will be given in Section VI.

In conclusion, theoretical evaluation demonstrates the con-
siderable connectivity of Graphite, which leads to higher
efficiency and better performance than the existing designs,
Flyways and 3D Beamforming.

E. Vertical Distance Between Layers

In our design, we put radios onto different layers to solve
the problem of link blockage. However, we cannot simply
regard each radio as an infinitely small point. Thus, the vertical
distance between two adjacent layers should be large enough
to guarantee the existence of line-of-sight communication
channel. In fact, they are horns with a definite volume and
occupy a certain amount of space. Although the antenna array
in Figure 3 is formed by several small antennas, according to
what has been discussed in Section III-C and for the sake of
concision, it is reasonable to consider that the vertex of the
60 GHz signal cone is one point inside the radio as shown
in Figure 11(a). What’s more, as the radio can rotate around,
we can model that each radio occupies a spherical space with
a radius of a and the centre is regarded as the vertex of the
60 GHz signal cone which is shown in Figure 11(c).

According to the Graphite Topology Construction Algo-
rithm 1 and the result of this construction in Figure 9, we can
get that if we need to make sure that the signals would not
be blocked by the neighboring horns and at the same time
the neighboring horns would not be influenced, which could
be called the free connection condition, we just need to
consider the vertical distance between two layers in the same
column. The reason is relatively obvious and can be seen
more clearly in Figure 12 that if the radios in the same row
and adjacent layers want to communicate with each other,
two neighbor horns should be considered to satisfy the free
connection condition at most while in the same column no
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Fig. 12. Free Connection Conditions of 3-Layer Graphite. (a) 1st to 2nd
layer. (b) 2nd to 1st layer. (c) 1st to 3rd layer. (d) 3rd to 1st layer.

neighbor horns has the risk of violating the free connection
condition. The situation of two layers which are not adjacent
can be illustrated in a similar way.

In order to get relatively concise formulas, in the mesh we
denote the horizonal distances between two adjacent horns in
the same row or column are both d. We set the angle between
the margin of the signal cone and the vertical direction as
γ ∈ (0, π

2 ) which is variable as the radio can rotate around.
And the spread-out angle, i.e. the apex angle of the signal
cone, is denoted as α. Then we can derive the following
results about the vertical distances between layers in 3-Layer
Graphite.

Figure 12 shows the constraints of the vertical distance
between 1th and 2th layer, d1, and the vertical distance
between 2th and 3th layer, d2, intuitionisticly. We will show
the constraints in a mathematic way. Note that the angle
between the margin of the signal cone and the vertical direc-
tion is denoted as γ1, γ2, γ3 and γ4 respectively, for the sake
of distinguishing different scenarios in Figure 12.

Firstly, it is obvious that the condition of 1th to 2th layer
and 2th to 1th layer are the same essentially. Then we
can formulate the constraints shown in Figure 12(a) and (b),
denoted as C1, below with the denotations given above.

∃γ1 ∈ (0,
π

2
− α)

s.t. d1 ≥ 2dcos γ1 + a

sin γ1
(2)

a

d
≤ sin(

π

2
− γ1 − α) (3)

d1 ≤ 3dcos γ1 + a

sin γ1
(4)

d1 ≥ 3dcos(γ1 + α)− a

sin(γ1 + α)
(5)

where
(1) ensures that radio C would not be influenced when radio

A connects to D as a transmitter;

(2) ensures that radio B would not be influenced when radio
A connects to D as a transmitter;

(3) and (4) ensure that radio D would not be blocked by
radio B or C which means that the intersection of the spherical
space of radio D and the space of the signal cone is not empty.

All of these above can be got directly using some basic
knowledge of space geometry, so we would not show the
details.

Similarly, we can formulate the constraints shown in
Figure 12(c), denoted as C3, and Figure 12(d), denoted as C4.

∃γ3 ∈ (0,
π

2
− α)

s.t. d1 + d2 ≥ 3dcos γ3 + a

sinγ3
(6)

d1 ≤ dcos(γ3 + α)− a

sin(γ3 + α)
(7)

d1 + d2 ≤ 4dcos γ3 + a

sin γ3
(8)

d1 + d2 ≥ 4dcos(γ3 + α)− a

sin(γ3 + α)
(9)

∃γ4 ∈ (0,
π

2
− α)

s.t. d2 ≥ 3dcos γ4 + a

sin γ4
(10)

d1 + d2 ≤ 5dcos(γ4 + α)− a

sin(γ4 + α)
(11)

d1 + d2 ≤ 4dcos γ4 + a

sin γ4
(12)

d1 + d2 ≥ 4dcos(γ4 + α)− a

sin(γ4 + α)
(13)

Then we can figure out that in a feasible topology design
of 3-Layer Graphite, d1 and d2 should satisfy all of the above
constraints. As it is extremely difficult to get a mathematical
formula about d1 and d2 directly, we will give a relatively
simple method to solve this problem. In practice, d, a and
α are certain constants, so in the following analysis we take
d = 1m, a = 0.1m and α = 0.02π as an example which are
reasonable according to our testbed.

We use some mathematical analysis tools to help us get
the properties of these constrains as shown in Figure 13.
We will show how to solve C4 as an example. The dashed area
in Figure 13(c) is the area satisfying C4. Set boundary points
A4 and B4 as A4(γA4 , yA4) and B(γB4 , yB4) respectively.
Then, we can get that constrain C4 is equivalent to the
following constraints

3dcosγB4 + a

sin γB4

≤ d2

d1 + d2 ≤ 3dcosγA4 + a

sin γA4

where
3dcosγs+a

sinγs
=

5dcos(γs+α)− a

sin(γs + α)
, s ∈ {A4, B4}, γA4 ≤ γB4

Similarly, we can get that C1 is equivalent to:

2dcosγB1 + a

sin γB1

≤ d1
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Fig. 13. Mathematical analysis of constrains. (a) Analysis of C1. (b) Analysis
of C3. (c) Analysis of C4. (d) Part of (c).

where

γB1 = 0.5π − arcsin (a/d)− α

C3 is equivalent to:

d1 + d2 ≥ 3dcos γB3 + a

sinγB3

where

γB3 =
π

2
− α.

Finally, we can get that in this feasible topology design
of 3-Layer Graphite, d1 and d2 should satisfy the following
constraints:

2dcos γB1 + a

sin γB1

≤ d1

3dcos γB4 + a

sin γB4

≤ d2

3dcos γB3 + a

sin γB3

≤ d1 + d2 ≤ 3dcos γA4 + a

sin γA4

where

γB1 = 0.5π − arcsin (a/d)− α

γB3 =
π

2
− α

3dcos γs + a

sin γs
=

5dcos(γs + α)− a

sin(γs + α)
,

s ∈ {A4, B4}, γA4 ≤ γB4

The vertical distances are completely and jointly decided by
the size of the radio fronted, the distances between adjacent
rows and columns in the mesh and the aperture of the
interference-cone, after the number of layers is definitized
by the size of the mesh unit in an R × R square. As the
calculation of the vertical distances between the layers is rather
complex, we take the vertical distances of 3-Layer Graphite
as an example. Some numeric results are shown in Table I,
where

TABLE I

VERTICAL DISTANCES BETWEEN ADJACENT LAYERS

TABLE II

NODE DEGREE AND COVERAGE RATIO IN 2-LAYER GRAPHITE

TABLE III

NODE DEGREE AND COVERAGE RATIO IN 3-LAYER GRAPHITE

• a and d represent the radius of the radio model and the
distance of adjacent rows or adjacent columns respec-
tively;

• d1 and d2 represent the vertical distance between 1st and
2nd layer, 2nd layer and 3rd layer respectively;

• the omitted specific unit is meter.

F. Node Degree and Coverage Ratio

To make the topology’s features be understood in a more
intuitionistic way, two tables Table II and Table III are given.
We put 4× 4 to 7× 7 racks in an area of 10× 10 m2, and
see our topology’s node degree and coverage ratio in 2-Layer
Graphite and 3-Layer Graphite respectively.

VI. NUMERICAL RESULTS

In this section, we compare the performance of Graphite
with state-of-the-art topologies for wireless data center net-
works, including Flyways [25] and 3D Beamforming [49],
using simulations.

In the evaluation, we set the communication range of the
radios to be 10 m, and vary the scale of the wireless data
center network from 20 × 20 to 40 × 40. To evaluate the
performance of the topology designs with different densities
of the racks, we vary the distance between two adjacent racks
in a row/column from 1 m to 4 m with a step of 0.5 m. The
distance between top of the racks and the ceiling is set to 4 m.

A. Impact on Node Degree

The degree of a node in a topology of wireless data center
network captures the node’s opportunities to connect to the
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Fig. 14. Heat maps for node degree distribution of a 20 × 20 mesh achieved by (a) Flyways, (b) 3D Beamforming, (c) 2-Layer Graphite, and
(d) 3-Layer Graphite.

Fig. 15. Average node degrees without boundary effect achieved by (a) Flyways, (b) 3D Beamforming, and (c) Graphite, when the distance between adjacent
racks in a row/column varies.

Fig. 16. Coverage ratio without boundary effect achieved by (a) Flyways, (b) 3D Beamforming, and (c) Graphite, when the distance between adjacent racks
in a row/column varies.

Fig. 17. Bisection bandwidths of Flyways, 3D Beamforming, and Graphite
in square mesh topologies.

other nodes within its communication range. A higher degree
indicates that the node has a higher flexibility to form data
flow pathes with the other nodes in the network, and thus
may improve the performance of the whole network.

Figure 14 shows the heat maps for node degree distribution
of a 20 × 20 mesh achieved by Flyways, 3D Beamforming,
2-Layer Graphite, and 3-Layer Graphite. In this evaluation,

Fig. 18. Average hop count of Flyways, 3D Beamforming, and Graphite in
square mesh topologies.

the distance between two adjacent racks in a row/column is
set to 2 meters. Then, the largest rectangular unit (allowing
communication between any pair of nodes within the same
row/column) within the range of a 10m× 10m square area is
a 5×5 mesh of radios. According to Algorithm 1, the number
of layers needed to guarantee non-blocking communication in
a row/column is 3. Here, to demonstrate the adaptability of
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Fig. 19. Comparison results when the communication range is 15m. (a) Average node degree achieved by 3D Beamforming. (b) Average node degree
achieved by Graphite. (c) Coverage ratio achieved by 3D Beamforming. (d) Coverage ratio achieved by Graphite.

Fig. 20. Comparison results when the communication range is 20m. (a) Average node degree achieved by 3D Beamforming. (b) Average node degree
achieved by Graphite. (c) Coverage ratio achieved by 3D Beamforming. (d) Coverage ratio achieved by Graphite.

Graphite with insufficient number of layers, we also show
the results for a topology of 2-Layer Graphite. Although
node degree increases from the border to the heart for all
the four evaluated topologies, Graphite achieves much higher
node degree when approaching the central part of the mesh,
which indicates that Graphite can provide more connection
opportunities for the nodes, especially the inner nodes, in the
wireless data center network.

Noting that boundary nodes have smaller degrees than
interior nodes due to the boundary effect, we further evaluate
average node degrees of interior nodes for Flyways, 3D Beam-
forming, and Graphite. Figure 15 shows the evaluation results
on average node degree without boundary effect achieved by
Flyways, 3D Beamforming, and Graphite, when the distance
between adjacent racks in a row/column varies. We can
observe that the average node degree without boundary effect
of Graphite is always higher than those of Flyways and 3D
Beamforming by 42.5% and 15%, respectively.

B. Impact on Coverage Ratio

Given the high directionality of 60 GHz radio signals, two
nodes within the communication range may not be able to talk
to each other due to the blockage of the intermediate obstacles.
So we define coverage ratio to capture the percentage of nodes
that a node can directly connect to within its communication
range. Coverage ratio reflects how well a topology can avoid
link blockage by its radios allocated in a wireless data center
network.

Figure 16 demonstrates the coverage ratio without boundary
effect achieved by Flyways, 3D Beamforming, and Graphite
for varying distance between adjacent racks in a row/column.
Flyways can only achieve a coverage ratio of up to 80.0%
in relatively sparse network topologies, while most of its
coverage ratios are no more than 68.6%. 3D Beamforming

performs better than Flyways, especially in relatively dense
network topologies, but its coverage ratio is still limited to
80.0% due to need of reflection with the ceiling. Overall,
Graphite archives the best coverage ratio in all the cases, and
can even reach 100% coverage in relatively sparse network
topology.

C. Impact on Bisection Bandwidth

We define the bisection bandwidth of a topology for wireless
data center network as the number of possible wireless links
between two equally split parts of the network.

In this evaluation, we consider square meshes of wireless
data center networks with 20×20, 30×30, and 40×40 racks.
The distance between two adjacent racks in a row/column is
set to 2 meters.

Figure 17 shows bisection bandwidths achieved by Flyways,
3D Beamforming, and Graphite in square mesh topologies.
The results demonstrate that Graphite always outperform the
other two approaches in terms of bisection bandwidth.

D. Impact on Average Hop Count

In computer networking, store and forward and other laten-
cies are incurred trough each hop, so the flow completion time
is mainly influenced by the hop count. We simulate a simple
scenario in a data center consisting 10000 (100×100) servers
to give the full picture in terms of how the design performs
in practice and how the gain in node degree translates into
shorter job completion time.

Considering that wireless data center network is exploited
to replace or supplement the underlying wired topology to
deal with the problems caused by the extremely large data
center requirement nowadays, we mainly focus on the hop
counts of source-destination pairs with long distances. In such
a 100×100 wireless network data center, we choose the servers
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in the first row and the first column as sources, and the servers
in the last row and the last column as destinations, respectively.
That is, the hop count of every source-destination pair in such
two groups will be calculated to get the average hop count
of them. The propagation range of the 60 GHz signal is set
as 10m and the ceiling height is 4m. We vary the distance
between adjacent racks in a row/column from 0.5m to 2m.
The results are shown in Figure 18.

We can get that Graphite can over perform 3DB and
Flyways as high as 25% and 55% respectively. Generally,
in most of the cases, the ratio are 20% and 45% respectively.

E. Results for Other Communication Ranges of the Radios

Although we have analysed the performance of Graphite and
compared Graphite with the other two state-of-art designs, i.e.,
Flyways and 3D Beamforming, in theory in Section V where
the communication range of the radios is set as R for general-
ity and in simulation in Section VI-A, VI-B, VI-C where the
communication range of the radios is set as 10m, we show the
numerical results for more different communication ranges in
this section to make this issue clearer.

As 3D Beamforming always outperforms Flyways and the
heat map shows little information, to make the comparison
more concise, we mainly give the results of the average node
degree without boundary effect and the coverage ratio without
boundary effect achieved by 3D Beamforming and Graphite
when the communication ranges are set as 15m and 20m
respectively. Note that, all the simulation settings keep the
same expect the communication range.

The results are shown in Figure 19 and Figure 20 below.
We can get similar conclusions to those when the communi-
cation range is 10m. That is, Graphite still outperforms 3D
Beamforming when the communication range varies.

VII. CONCLUSION

In this paper, we have implemented a liftable 60 GHz 3D
beamforming wireless radio frontend and proposed a new
topology of wireless data center network, namely Graphite,
to replace or supplement the current underlying wired topol-
ogy in data centers, such that the connectivity, throughput,
and transmission quality of the data center network can
be potentially improved. By carefully adjusting our radio
frontend to layers with different heights and into suitable
directions, Graphite can achieve direct line-of-sight communi-
cation between a good number of rack pairs in a data center
with different deployments. Our testbed measurements have
confirmed that links in Graphite will not be obstructed or inter-
fered when transmitters and receivers are carefully placed at
different layers. We have also provided theoretical analyses
and simulations to evaluate the performance of Graphite. Both
of the results validate the superior connectivity feature of
Graphite, compared with existing topologies like Flyways and
3D Beamforming.
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