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Abstract Energy optimization is very important for portable and battery-driven embedded
systems. With the shrinking of transistor sizes, reducing leakage power becomes a signif-
icant issue. In this paper, we propose a novel prediction approach to predict idleness of
functional units for leakage energy management. Using a state-based predictor, historical
utilization information of functional units (FUs) is exploited to adjust the state of the pre-
dictor so as to enhance the accuracy of prediction; based on it, the idleness of the FUs
are predicted and utilized for leakage reduction by applying power gating. We design two
prediction algorithms, the prediction with fixed threshold (PFT) and the prediction with dy-
namic threshold (PDT), respectively. We implement our algorithms based on SimpleScalar
and conduct experiments with a suite of fourteen benchmarks from Trimaran. The experi-
mental results show that our algorithms achieve better results compared with the previous
work.
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1 Introduction

As portable and battery-powered embedded systems are widely used, energy optimization
becomes an important issue. With 0.18 μm or above technology, dynamic power is the
biggest concern since it accounts for 90% or more of the total chip power [30]. To reduce
dynamic power, the supply voltage is reduced with each processor generation. In order to
maintain performance at lower supply voltage, the threshold voltage is decreased accord-
ingly. As the threshold voltage decreases, transistor leakage current increases exponentially.
The leakage power constitutes about 54% of the total power with 65 nm technology, and it
will be further increased with future technologies [11]. Therefore, reducing leakage power
becomes one of the most important research problems.

Power supply gating is an effective leakage management technique by shutting down the
power supply of idle functional units. With its effectiveness in controlling leakage power, a
lot of power-gating-based techniques have been proposed in recent work [3, 4, 6, 20, 21, 27,
33, 41, 46]. To effectively apply power gating, one of most important problems is how to
predict the sufficiently long idleness of functional units. Various prediction approaches have
been proposed from both software [7–9, 25, 26, 32, 44, 45] and hardware aspects [15, 43].

In [32], a compiler-based approach is proposed to find out the idle region by analyzing
the code. At task level, energy-efficient task scheduling techniques with considerations of
leakage power dissipation have been explored in [7–9, 25, 26, 44, 45]. These techniques
are dependent on the certain hardware configurations. In [15, 43], the threshold-based ap-
proaches are proposed to predict the idleness for leakage savings. With these approaches,
however, decisions are made based on a single threshold. So it may not always produce good
results.

In this paper we propose a state-based predictor to store the historic utilization informa-
tion of functional units, and dynamically adjust its states so as to predict possible idleness
of FUs for power gating. Different from the previous work, decisions are made based on
the state of the predictor that reflects whether or not the previous idle periods are opportu-
nities for power-gating. To the best of our knowledge, this is the first work to introduce a
state-based predictor for power gating. Our main contributions are summarized as follows:

• A state-based predictor is designed based on a four-state finite state machine. The states
of the predictor are dynamically updated with the information of previous idle periods.
Based on the predictor, we can predict the idleness more accurately so as to save more
leakage power compared with the existing prediction approaches.

• Based on the predictor, we design two prediction algorithms, the prediction with fixed
threshold (PFT) and the prediction with dynamic threshold (PDT), respectively. With the
state-based predictor, in our algorithms, we make decisions for applying power gating
based on fixed thresholds (PFT) or dynamic thresholds (PDT).

• Our approach is based on simple control logics and independent of architectures. So it can
be easily implemented into various microprocessor designs. In particular, it is suitable for
DSP processors that are used to process applications with a lot of loops.

• We implement our algorithms into SimpleScalar [17] and conduct experiments with a set
of benchmarks from Trimaran [16]. The experimental results show that our algorithms
achieve better results compared with the previous work in [15, 43]. In particular, our PDT
algorithm allows the fixed-point units to be put into sleep for 54.4% of the idle cycles, and
97.7% for the floating-point units with an average performance loss of 3.2%. Based on
our analysis on the dual core UltraSPARC microprocessor, our approach will introduce
less than 0.2% energy overhead.
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The rest of the paper is organized as follows. Related work is described in Sect. 2. Con-
cepts and models for power gating are introduced in Sect. 3. A simple example is provided
to show the drawbacks of other predictive approaches in Sect. 4. Our state-based predic-
tion approach is proposed in Sect. 5. Then the experimental results are exhibited in Sect. 6.
Finally, concluding remarks are made in Sect. 7.

2 Related work

Many techniques have been proposed to reduce leakage power, and they can mainly be
divided into two categories: static techniques and dynamic techniques [38].

The static leakage control techniques include design optimization methods for leakage
current reduction in circuit and architecture levels. The use of dual-VT transistors in criti-
cal paths and non-critical paths is one of the most common static leakage-reduction tech-
niques [19, 24, 37, 39, 40]. Similarly, stack forcing technique is applied in non-critical paths
of the circuit to reduce the leakage due to the stack effect [28]. However, as pointed out
in [38], with the increase of the number of critical paths in a design, the above techniques
cannot efficiently solve the problem. Several techniques are proposed to employ the circuit
styles optimized for low leakage power [23]. However, the circuits implemented based on
this technique have a relatively low performance; therefore, they can only be used in non-
critical paths in a design.

Dynamic techniques identify “idle” or “standby” states while circuits do not need to ex-
ecute operations. These techniques have been applied at both block and chip levels. Since
not all parts of a processor are busy at the same time in practice, block-level techniques can
effectively reduce leakage power. In [1, 2, 18, 42], a block-level technique, called input vec-
tor control (IVC), is proposed to reduce leakage power using the transistors stacking effect.
In this technique, the minimum leakage vector is found for minimizing leakage current. The
minimum vector, however, is hard to be obtained since the problem is solved in exponential
time [18].

Power supply gating is another effective dynamic leakage management technique. The
basic idea of power gating is to shut down the power supply of idle units so as to reduce the
leakage power. It is implemented by adding a “sleep transistor” in series with the power sup-
ply, which is turned off when the circuit block is in idle mode. Body-bias-based techniques
can be combined with a sleep transistor to obtain further leakage power savings [21]. As
power gating can effectively control leakage power, a lot of power-gating-based techniques
have been proposed in recent work [3, 4, 6, 20, 27, 33, 41, 46].

With power gating technique, one of most important problems is how to predict the suf-
ficiently long idleness for power gating. Various prediction approaches have been proposed.
In [32], a compiler-based approach is proposed to identify the region in which functional
units are expected to be idle. At task level, energy-efficient task scheduling techniques with
considerations of leakage power dissipation have been explored in [7–9, 25, 26, 44, 45]. Luo
et al. [25, 26] addressed the problem of variable voltage scheduling of multi-rate periodic
task graphs in heterogeneous distributed real-time embedded systems. Kuo et al. [7–9] de-
veloped various on-line simulated scheduling strategies and a virtually blocking time strat-
egy for procrastination scheduling to reduce leakage power consumption on a uniprocessor
DVS system. Their algorithms derived a feasible schedule for real-time tasks with worst-
case guarantees for any input instance. Xu et al. [44, 45] proposed a dynamic programming
algorithm for periodic tasks on processors with practical discrete speed levels. Their algo-
rithm determined the lower bound of energy expenditure in pseudo-polynomial time. To
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save leakage energy, special instructions are inserted to communicate with hardware, which
expands the code size. And the scheduling results produced by these techniques are highly
dependent on the configurations of hardware.

The counter-based prediction method has been widely explored in the past [5, 10, 13, 22,
31, 34, 35]. In [5, 10], the idle periods for a component were modeled as stationary discrete-
time Markov processes and semi-Markov processes. In [34], Tajana et al. computed optimal
decisions in advance for different sets of arrival requests and stored the results in a table
that is used for making decisions at runtime. In [22, 31, 35], several genetic algorithms were
proposed to predict lengths of future idle periods. In [13], a novel energy-saving method is
proposed to use program counters to predict I/O activities in the operating system. These
approaches provide effective predictions for power savings for hard disks or other large
systems, but they are too complicated to be applied for functional units on a chip.

In [15], a scheme is proposed to shut down functional units after they are idle for a
fixed time interval based on a counter. For simplicity, we call this technique FTHP (Fixed
Threshold Prediction). In this scheme, since the decisions are based on an aptotic criterion,
it may not always accurately predict the idleness for leakage savings. In [43], a scheme
is proposed to predict idleness based on a threshold that is adjusted dynamically based on
the accuracy of its recent predictions. We call this technique DTHP (Dynamic Threshold
Prediction). With this approach, however, decisions are made based on a single threshold.
So it may not always produce good results.

3 Basic concepts and models

In this section, we introduce some basic concepts and models that will be used in the later
sections.

Power gating uses a suitably sized header or footer transistor as a “sleep transistor”.
When a sufficiently long idle period of the circuit block is detected, a “sleep” signal is
applied to the gate of the “sleep transistor” to turn off the supply voltage of the circuit
block. And when the circuit block is requested for use, the voltage is restored to the working
voltage. A power gating cycle can be mainly divided into three stages: shutting-down signal
generation, voltage decrease and power-on signal generation [15].

Energy overhead is caused by shutting down and powering on. A break-even point is the
time point when the overhead energy incurred by switching on and off the device is equal
to the leakage power savings from the period when FU is in the shutting-down mode. At
the break-even point, the aggregate leakage energy savings compensates the total energy
overhead of transition. After break-even point, the leakage power saving becomes the net
income. We use TBreakEven to represent the number of cycles that an FU can reach the break-
even point after it is shut down. It is dependent on the configuration (the block size, the
decoupling capacitance, etc.) of a circuit. There have been several studies related to this. For
example, in [12], the worst-case leakage behavior relative to the dynamic energy is modeled;
in [41], it shows that the value of TBreakEven can be changed from 1 to 128 cycles; in [15],
based on a parameterizable model, it shows that the value of TBreakEven can be as small as
10 cycles.

We can gain energy savings by power gating if and only if the number of consecutive idle
cycles is larger than TBreakEven; otherwise, the saved leakage energy can not compensate the
energy overhead of transition. In practice, we cannot shut down an FU as soon as it enters
idle mode, because it is possible that it will be requested in a very short period. Fortunately,
we can approximately predict the idleness of an FU based on a general phenomenon: if the
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FU has been idle for some time, it is very possible that it will continue being idle for a while.
Therefore, we may gain energy saving if we first wait for TThreshold cycles after the FU enters
the idle mode and then generate a “sleep” signal to shut down the FU. Here TThreshold is an
integer value that can be fixed or dynamically changed based on different schemes.

For simplicity, we introduce a new variable as TBalance:

TBalance = TThreshold + TBreakEven

TBalance is used to represent the actual break-even point by waiting TThreshold before entering
into the sleep mode, since TThreshold is the number of cycles to wait from the point that an FU
becomes idle to the point that it enters into the sleep mode, and TBreakEven is the number of
cycles that an FU needs to be in the sleep mode for compensating the transition overhead.
Based on the definition of TBalance, we define “mistake” and “hit” as follows: A mistake
occurs if we shut down an FU when the total length of an idle period is less than TBalance;
a hit occurs if we shut down an FU when the total length of an idle period is equal to or
greater than TBalance.

Given an idle time period tidle, if power gating is applied, the saved energy for an FU can
be calculated as follows:

Eenergy_saved = Eleakage_saved − Eoverhead = Pleakage · (tidle_sleep − tbreakeven) (2)

Here, Pleakage is the leakage power of the FU; tidle_sleep is the time that the FU is put into the
shutting-down mode; tbreakeven is the time that the FU needs in order to reach the break-even
point after it is shut down, and it can be obtained by the product of TBreakEven and the cycle
period. Pleakage and tbreakeven are dependent on the circuits design of FUs. For a given FU, our
target is to make the prediction more accurate in such a way that the idle time period can be
correctly utilized so tidle_sleep can be larger than tbreakeven. In other words, we attempt to fully
utilize all hit opportunities (as mentioned the above) for energy saving.

4 Example

In this section, we give an example and show how the two previous techniques, FTHP [15]
and DTHP [43], work for managing leakage energy. The example is based on a real pro-
gram, the “mm” from the Trimaran benchmarks [16], which performs the matrix multiply
computation, shown in Fig. 1.

We first run the program on the SimpleScalar simulator [17] with the same configuration
as shown in Sect. 6 and obtain all idle periods during its executions. For demonstration
purpose, we only show the idle periods of fp-ALU0. The program mainly consists of two
loops, and their corresponding idle periods are shown in Segments A and B, respectively, in
Fig. 1, in which “CPU Cycles” represents the time when the fp-ALU0 ends the idle period,
and “Idle Period” represents the length of the idle period (the number of cycles).

Using FTHP [15], an FU will wait for TThreshold cycles after the FU enters the idle mode
and then generates a “sleep” signal to shut the unit down. Using DTHP [43], a quartet
(TStepMistake, TStepHit, Tmistake-limit, Thit-limit) is used to adjust the value of TThreshold. In the quar-
tet, the first two parameters are used to increase/decrease the threshold, and the last two
parameters are used to decide when to apply an adjustment.

Without loss of generality, we use the parameters in Table 1 for FTHP and DTHP. As
shown in Table 1, TThreshold is 8 cycles that is fixed for FTHP and is the initial value for
DTHP, and TBreakEven is 10 clock cycles. Tmistake-limit, TStepMistake, Thit-limit, and TStepHit are
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Fig. 1 Two segments with idle periods of fp-ALU0 during the MM execution on SimpleScalar

Table 1 Parameters of FTHP and DTHP

TThreshold TBreakEven TStepMistake TStepHit Tmistake-limit Thit-limit

6 12 1 2 4 20

used to adjust the threshold in DHTP: if consecutive mistakes reach 4 times (Tmistake-limit),
TThreshold will be increased by 1 (TStepMistake); if consecutive hits reach 20 times (Thit-limit),
TThreshold will be reduced by 2 (TStepHit). DTHP sets the upper bound of TThreshold as TBreakEven

minus TStepMistake.
If FTHP is used, for Segment A in Fig. 1, in any idle period, fp-ALU0 will be shut

down after it enters idle mode for 6 cycles. Because most of the periods in Segment A are
smaller than 18 cycles, it results in large number of mistakes. And for Segment B, there is
no mistake. But for most of the idle periods, we can only obtain very small energy savings.

When DTHP is applied, for Segment A, there is no hit except for the period with a length
of 31 cycles. When the number of consecutive mistakes increases to 4, TThreshold is increased
by 1 and it will keep increasing until it is 11. As the execution enters Segment B, TThreshold

is 11; because this TThreshold is too large, DTHP keeps making wrong decisions and has little
energy savings in Segment B.

It is important to note that, based on the configuration of Table 1; any value of TIdlePeriod

between 6 and 18 cycles will result in a mistake for both FTHP and DTHP. So the data in
Fig. 1 represent a category of applications. On the other hand, if TThreshold varies from 6 to 11,
both FTHP and DTHP may make a lot of mistakes or miss hit opportunities. This example
indicates that FTHP and DTHP may make bad mistakes or miss the opportunities in some
cases. The main reason is that a single threshold is not sufficient for predicting the length of
the idle periods. It motivates us to propose a state-based approach to solve the problem next.
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Fig. 2 The state-based predictor

5 State-based prediction approach

In this section, we propose our state-based prediction approach. First, we propose a state-
based predictor in Sect. 5.1. Then we design two prediction algorithms, the prediction with
fixed threshold (PFT) and the prediction with dynamic threshold (PDT) in Sects. 5.2 and 5.3,
respectively.

5.1 State-based predictor

Let’s consider such an idleness sequence pattern which contains consecutive short idle pe-
riods followed by consecutive larger idle periods. Consecutive long idle periods indicate
that the FU may be slightly used currently, so the coming idle period would be a hit op-
portunity with a high possibility. On the other hand, consecutive short idle periods tell that
applying power-gating for the coming idle period may not be an advisable decision. When
DTHP meets a serial of mistakes, it keeps increasing threshold (to the upper bound). It not
only introduces much overhead due to mistakes, but also reduces the leakage savings for the
coming hit opportunities because of a higher threshold. In some bad cases, the high thresh-
old would make mistakes for the idle periods which would be hit opportunities for a smaller
threshold. In this paper, we use a state-based predictor to solve such problems. The state
machine of the predictor is shown in Fig. 2.

As shown in Fig. 2, the predictor is a finite state machine based on a saturation up-down
2-bit counter [14]. It has four states, “00”, “01”, “10” and “11”. The states “00” (“strongly
not taken”) and “01” (“weakly not taken”) represent that it is very possible (“strongly not
taken”) or possible (“weakly not taken”) that a mistake will occur based on the accuracy of
previous decisions. Similarly, states “10” (“weak taken”) and “11” (“strong taken”) are used
to represent that it is possible or very possible that a hit will occur based on the accuracy of
previous decisions.

The state transitions of the predictor are updated according to whether or not an idle
period is a hit opportunity that is obtained from a counter as shown in Sects. 5.2 and 5.3.
If an idle period is a hit opportunity, then the input is “1”; otherwise, the input is “0”. With
different inputs, the states of the predictor are changed based on the state transition graph in
Fig. 2, and the initial state is “00”. In this way, we can record the information of the previous
idle periods. Based on this predictor, two prediction schemes are proposed in Sects. 5.2 (with
fixed threshold) and 5.3 (with dynamic threshold), respectively.

5.2 PFT: prediction with fixed threshold

Based on the predictor, we first propose a prediction algorithm with fixed threshold. The
algorithm PFT is shown in Fig. 3.
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Fig. 3 The PFT algorithm

The inputs of the PFT are the state of an FU (‘1’ for busy; ‘0’ for idle), the state of the
predictor, and a counter to record the length of an idle period. In our algorithm, we make the
decision to shut down the FU as follows:

When an FU is not idle (FUState == 1), there are three possible cases:

(a) The FU is requested again and the idle period is less than TThreshold cycles. The idle
period is so small that there is no chance for leakage reduction. Since we do not make
any decision in such an idle period, we just clear the counter and get ready for the next
idle period.

(b) The FU has been idle for more than TBalance cycles, which means it is good to apply
power gating. Since it is a hit opportunity, we update the state of the predictor with ‘1’
to store this historical information.

(c) The FU has been idle for more than TThreshold cycles but less than TBalance cycles. To avoid
making wrong decisions in such idle periods, we update the state of predictor with ‘0’.
In both cases (b) and (c), the counter is cleared.

When the state of the FU is ‘0’, representing that FU is (still) in idle mode, we increase
the counter, and make a decision based on the predictor. If the state of the predictor is “11”
or “10”, we generate a signal to shut down the FU. Otherwise, the FU is kept active.

Next we give an example to show how PFT works by applying it on the program shown
in Sect. 4. We use the same threshold, 8 cycles, as in Sect. 4, and the initial state of the pre-
dictor is “00”. For the first idle period of Segment A, when the idle period is accumulated
to 8 cycles, the predictor predicts “strongly not taken”, which means that it is not an oppor-
tunity for power gating. And the fact proves that it is correct and the state of the predictor
keeps as “00”. The situation for the following idle periods in Segment A is exactly the same



An effective state-based predictive approach for leakage energy 319

as for the first one. When it comes to the idle period with a length as 31 cycles, the state of
the predictor is updated to “01”. And the state is set back to “00” for the following periods.
Though PFT fails to apply power-gating in the idle periods which contain 31 cycles, it suc-
cessfully avoids making any mistake. Compared to FTHP and DTHP, PFT introduces less
power overhead when the FU is heavily used.

All the idle periods in Segment B are hit opportunities. For the first idle period, the pre-
dictor predicts “strongly not taken” in the beginning but it is a wrong decision. The state of
the predictor is updated to “01”. Then for the second idle period, the predictor makes a mis-
take again but the state is updated to “11”. After that, the predictor predicts “strongly taken”
for each period till the end of loop B. For consecutive short idle periods, PFT would make
two mistakes at most and increase the threshold only once. During the whole execution, the
PFT only misses 2 hit opportunities. It obtains remarkably more leakage savings than FTHP
and DTHP.

5.3 PDT: prediction with dynamic threshold

Lowering the threshold gains more leakage savings. For an application with many medium-
sized idle periods which are a little larger than TBalance, a low threshold may make a notable
contribution to reducing leakage. On the other hand, a low threshold may also cause more
mistakes so as to introduce more energy overhead. As the patterns of idle periods in appli-
cations may vary a lot, we may get better results if we can dynamically adjust the threshold.
Therefore, in this section, we propose a variation with dynamic threshold.

From the predictor in Fig. 2, if the state of the predictor is repeatedly updated with “1”,
it tells us that it is possible that we may gain more energy savings by lowering the thresh-
old. On the other hand, switching the state from “10” to “00” means that the predictor has
suffered two consecutive mistakes, which indicates that an FU may be heavily utilized cur-
rently. In this case, therefore, we need a higher threshold to reduce future mistakes. Based
on this idea, we design our PDT algorithm, a prediction algorithm with dynamic threshold,
and it is shown in Fig. 4.

The inputs and outputs of PDT are the same as PFT. Before PDT starts, two variables
bPredicted and HitOpp are initialized. bPredicted represents whether a decision for power
gating has been made for the current idle period, while HitOpp records the number of the
previous consecutive hit opportunities.

Similar to the PFT algorithm, the algorithms first check the status of FU. If FUState is 1,
which it represents that FU is busy, then there are two cases:

(1) Either the FU is always busy or only has a short idle period so that the counter for the
idle cycles is smaller than threshold. In this case, PDT does nothing, but clears up the
counter, as shown in Lines 2–4.

(2) When PDT detects that it is an adequately long idle period (Line 5), both the state
of predictor and HitOpp are updated. If HitOpp reaches Thit-limit, the threshold may be
reduced. And HitOpp is cleared for the coming hit opportunities (Lines 6–11). On the
other hand, if there are two consecutive idle periods which are longer than threshold
but not hit opportunities, the threshold is increased to avoid possible mistakes. In this
case, the state of the predictor is updated from “10” to “00” (Lines 12–16). Since it is
no longer in an idle period, both the counter and the flag of prediction (bPredicted) are
cleared up (Lines 17, 19).

If FUState is 0, it represents that FU is idle. Then we check the number of idle cycles
(Lines 22–24). When the number of idle cycles reaches the threshold and the predictor
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Fig. 4 The PDT algorithm

predicts ‘taken’, PDT generates a sleep signal for power gating (Lines 22–24). The flag of
the prediction is set as ‘true’, representing that a decision for power gating has been made.
PDT shuts down the FU for long idle periods when it fails to predict for power gating
(Lines 27–29).
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Next we give an example to show how PDF works by applying it on the program shown in
Sect. 4. When the state of predictor is initialized as “00”, PDT works exactly the same as PFT
does for the Segment A in the example in Sect. 4. For Segment B, PDT makes two wrong
decisions in the beginning, and updates the state of predictor as “11”. After that, the predictor
always predicts “strongly taken”. During the execution, PDT lowers the threshold until the
threshold reaches 1. And we can obtain more energy savings with dynamic threshold. Since
the predictor has the ability to avoid making consecutive mistakes, we could initialize the
primary threshold with a smaller value.

Compared to FTHP, PFT and PDT make more creditable decisions based on the predictor,
which stores the information of previous idle periods. For consecutive hit opportunities, PDT
lower the threshold in time more leakage savings. Compared to DTHP, the threshold of PDT
does not increase rapidly for a sequence of small idle periods.

6 Experiments

We implement our algorithms into the SimpleScalar and conduct experiments with a set of
benchmarks from the Trimaran. In the experiments, we compare our PFT and PDT algo-
rithms with FTHP [15] and DTHP [43]. In this section, we first introduce the experimental
environment. Then we present the results and discussion. Finally, we analyze the power
overhead introduced by our approach.

6.1 Experimental environment

In order to compare these predictive approaches, a modified SimpleScalar is used as our
experiment platform. We integrate FTHP, DTHP and our prediction approaches into Sim-
pleScalar (version 3.0d [17]) respectively. The usage of different FUs is traced and the FUs
are turned on/off according to the predictions and requests. When an FU is turned off, we
record the number of cycles, which can be translated to leakage energy savings. The config-
uration of SimpleScalar used in the experiments and the information of functional units are
shown in Table 2.

To compare the effectiveness of our state-based approaches with the other two ap-
proaches, we used a suite of fourteen benchmarks from Trimaran [16], as shown in Table 3.
These benchmarks produced various patterns of idle periods. Note that the patterns of idle
periods, rather than the sizes of applications, have the biggest impact for the effectiveness
of prediction. We calculated the total energy savings that are obtained based on the power
model in [15]. For a mistake with negative energy savings, the excess of overhead energy
was deducted from total energy savings.

Table 2 Functional units for experiments

Functional unit Available
units

Operational
latency (cycles)

Issue latency
(cycles)

Integer ALU 4 1 1

Integer multiplier 1 3 1

Integer divider 1 20 19

Floating-point adder 4 2 1

Floating-point multiplier 1 4 1

Floating-point divider 1 12 12
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Table 3 Information of benchmarks

Benchmarks Integer operations Fp operations Description

Bmm
√ √

The matrix multiply computation

dag
√ × Loops with multiple if-conditions

eight
√ × Loops with multiple if-conditions

fib
√ × The Fibonacci number computation

fir
√ √

FIR filter code

hyper
√ × Loops with multiple if-conditions

ifthen
√ × Loops with multiple if-conditions

mm
√ √

The matrix multiply computation

nested
√ × The computation on multi-dimensional arrays

sqrt
√ √

Newton Raphson method to find the roots

strcpy
√ × String copy

switch
√ × Loops with multiple if-conditions

type
√ × The computation with various data types

wave
√ √

The wavefront computation

Table 4 Percentage of the idle cycles put to sleep

FU FTHP(%) DTHP(%) PFT(%) PDT(%)

int-FU 50.4 40.9 48.4 54.4

Fp-FU 91.1 84.5 90.7 97.7

all-FU 77.7 70.1 76.8 83.4

6.2 Results and discussions

The experimental results for different types of functional units with the fixed parameters are
presented in Sect. 6.2.1. We then study the trends and influences with different thresholds
and break-even points in Sect. 6.2.2. All results are normalized to the corresponding results
of DTHP, which are eliminated from the figures. Note that, except the figures with specific
benchmark names, all results are reported as the mean of normalized leakage savings for all
benchmarks.

6.2.1 Performance comparisons with fixed parameters

To compare various functional units, the parameters in Table 1 are first used. Except for
DTHP, other three techniques need a subset of the parameters. For example, PDT is initial-
ized with (TThreshold, TBreakEven, TStepMistake, TStepHit, Thit-limit).

6.2.1.1 Overview of all functional units Table 4 shows the percentage of the idle cycles
at which functional units are actually utilized (put into sleep) with the four algorithms. For
example, PDT shuts down the floating-point FUs for 97.7% of the idle cycles. Only 2.3% of
the idle cycles are not utilized due to the threshold. From the results, we can see that PDT
is the best for both int-FUs and fp-FUs. The reason why FTHP shuts down more idle cycles
than PFT is that FTHP tries to shut down FU as soon as the threshold is reached. Due to the
heavy overhead introduced by wrong decisions, FTHP performs badly for int-ALUs.
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Fig. 5 Energy savings for different FUs (Comparing FTHP, DTHP, PFT and PDT, normalized to DTHP
using the parameters in Table 1, and Tthreshold2 = 40)

Figure 5 gives an overview of the energy saving for different functional units. In gen-
eral, both PFT and PDT perform better than previous two approaches. And for int-ALU3,
fp-ALU0 and fp-Mul/Div, PDT outperforms the others. On the other hand, for int-Mul/Div
and all fp-ALUs except for fp-ALU0, all predictive approaches have the same performance.
The detailed analysis is presented in next sections.

6.2.1.2 Heavily utilized functional units Most integer ALUs are heavily utilized in all
functional units because they are used by a lot of instructions such as Integer ADD, SUB,
JUMP, BRANCH, MOVE and logic instructions. Most idle periods of integer ALUs are
small pieces, averagely smaller than 30 cycles.

Figure 6 depicts the results of the average energy savings for all integer ALUs. From the
results, we can see that our approaches gain more average energy savings compared with
the other two approaches. The reason is that using DTHP, after some mistakes, the threshold
will be increased, and with a relatively large threshold, a lot of hit opportunities cannot be
utilized for energy savings. On the other hand, FTHP keeps making wrong decisions with
the fixed threshold by shutting down the functional units in the idle periods which do not
last long enough for compensating transition overhead. Therefore, in Fig. 6, FTHP even
increases energy consumption for some benchmarks. Both PFT and PDT work well and
achieve more energy savings compared with FTHP and DTHP. On average, PFT and PDT
achieve 102.1% and 112.6% in energy savings compared to DTHP.

6.2.1.3 Slightly utilized functional units The floating-point ALUs perform the floating-
point ADD/SUB operation, integer to floating-point conversion and floating-point compari-
son. Compared to the integer ALUs, integer multiplier/divider and floating-point functional
units are less utilized. Except for the first fp-ALU used by the scheduler, the other three
fp-ALUs are idle for most of time during execution.

Figure 7 depicts the results of the total energy savings for these slightly utilized functional
units. The benchmarks of bmm, fir, mm, sqrt and wave have float-point operations; the other
9 benchmarks do not, which means all the floating-point FUs are always idle during the
execution of these 9 benchmarks. From Fig. 7(b), we can find that DTHP performs badly for
benchmark “mm” on fp-ALU0, due to the increased threshold. As there are large amount
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(a) int-ALU0

(b) int-ALU1

Fig. 6 Leakage energy savings for each int-ALU. (Comparing FTHP, DTHP, PFT and PDT, normalized to
DTHP, using parameters in Table 1 and Tthreshold2 = 40)

of idle cycles on fp-ALU1, fp-ALU2 and fp-ALU3 in the experiments, all approaches can
utilize most of the opportunities and work well. Still, our two algorithms work better than
FTHP and DTHP in general.

6.2.2 Performance comparisons with various parameters

To show the influences from the threshold and break-even point, we conduct various exper-
iments with different parameters. The experimental results related to floating-point ALU0
are shown in Fig. 8 where all results are normalized to the results of DTHP. Compared to
the other FUs, the idle periods of fp-ALU0 provide more power gating opportunities, so the
impact of various parameters is highlighted.

In Fig. 8(a), the results (normalized to the leakage energy savings of PFT) are obtained
by varying the threshold with the other parameters fixed. Since DTHP sets an upper bound
for the threshold, the corresponding TThreshold has a maximum value as 12. We can see that
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(c) int-ALU2

(d) int-ALU3

Fig. 6 (Continued)

with a small threshold, PDT works much better than PFT and DTHP. And the results get
closer from PDT and PFT as the threshold increases. The similar trend can be observed from
Figs. 8(b)–(c), in which the break-even points are increased while the other parameters are
fixed in Fig. 8(b), and both the threshold and break-even points are increased in Fig. 8(c).
It is because there are a large number of medium-sized idle periods, ranging from 15 to
35 cycles in the benchmarks. Therefore, when the threshold or break-even point is more than
35 cycles, these idle periods cannot be optimized by all algorithms. This set of experiment
indicates that a small initial threshold may improve the performance of PDT.

6.3 Performance degradation analysis

For each idle period, if power gating is applied to FU, it costs some time for recharging
the circuits of the FU when the FU is required again. Thus for both correct predictions and
wrong predictions, the waking-up processes prolong the whole execution time. Such time
overhead is called as performance loss. In this section, we investigate the performance loss
when the proposed approaches are applied. In the experiments, we set the time for waking
up the units to 3 cycles as in [15]. The results of performance analysis for PFT and PDT
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(a) int-MUL

(b) fp-ALU0

Fig. 7 Leakage energy savings for int-Mul, fp-ALU0, fp-Mul and average results of int-Mul and all
fp-FUs. (Comparing FTHP, DTHP, PFT and PDT, normalized to DTHP, using the parameters in Table 1
and Tthreshold2 = 40)

are depicted in Figs. 9(a) and (b), respectively. The percentages of the cycles in sleep mode
from all idle cycles are also reported for comparisons.

According to the experimental results, all the functional units are separated into 3 groups.
For both PFT and PDT, it is hard to apply power gating for group 1 (int-ALU0, int-ALU1
and int-ALU2), due to large amount of small idle periods. Accordingly, the performance
loss is smaller than 0.3%. For other functional units, PFT and PDT shut down more than
88% of idle cycles with a performance loss of 3.2% on average. For group 2 (int-ALU3,
fp-ALU0 and fp-Mul/Div), the performance loss is relatively large. It is because these units
produce large amount of medium-sized idle periods, which increases the number of power
gating actions as mentioned above. And it translates into more cycles for waking-up. For the
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(c) fp-MUL

(d) Average

Fig. 7 (Continued)

seldom used FUs in group 3 (int-Mul/Div and other 3 fp-ALUs), most of the idle periods
are very large and in a very small number. By applying power gating for these units, the
proposed approaches save the most leakage energy with the least performance loss. On
the other hand, we also find that PDT detects more power gating opportunities than PFT.
Therefore, with more energy savings, the overhead increases accordingly.

6.4 Power overhead analysis

Our approach is based on simple circuit and can be easily implemented into various proces-
sors. Figure 10 shows a block-level diagram for the implementation. Adopting a similar de-
sign as [43], the circuit to implement PDT is very simple and its power consumption should
consume no more than 600 μW. Take the dual core UltraSPARC microprocessor for exam-
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Fig. 8 Average energy savings for fp-ALU0 (Normalized to PFT. THitLitmit = 20, TStepHit = 1,
TMistakeLimit = 4, TStepMiss = 2, and TThreshold2 = 40)
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Fig. 9 Performance degradation versus percent of cycles in sleep mode using the parameters in Table 1,
Tthreshold2 = 40, and Twakeup = 3

Fig. 10 The implementation of
our approach
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ple, the power consumption of a modern 64-bit ALU consumes approximate 400 mW [36].
Therefore, our approach has very small impact in the total energy (less than 0.2% on the
power budget of a processor). Compared with the energy savings achieved by our approach,
the energy overhead introduced by our approach can be ignored.

7 Conclusion and future work

In this paper, we proposed a novel predictive approach for the power leakage reduction. In
our approach, we used a state-based predictor to store the historic operational profile in-
formation of functional units and to predict the leakage saving opportunities. Based on the
predictor, we proposed two prediction algorithms with fixed and dynamic threshold, respec-
tively. We implemented our techniques in SimpleScalar and conducted experiments based
on a set of benchmarks from Trimaran. The experimental results show that our algorithms
can effectively reduce energy savings compared to the previous work. The predictive tech-
niques in this paper are especially useful for embedded applications which have specific
idleness patterns. For a specific application, certain idleness sequences would be generated.
For each such sequence, we could vary the parameters for a better result of leakage savings.
In embedded systems, it is an important problem to reduce leakage energy caused by on-
chip storage, since on-chip memory occupies a big portion of the silicon die. In our future
work, we will extend our approach to solve this problem.
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