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ABSTRACT Smart space technology gains intensive attentions of the worldwide due to the advancement of
pervasive computing. However, the design of smart space is inherently complex as it resides in highly varying
environment with multiple devices, also the power consumption, cost, and user preference are usually ignored
by designers, resulting in huge design cost, high power dissipation, and unsatisfactory user experience. In this
paper, we present a system-level design methodology for smart space, which is able to refine the function
specification of smart space into underlying implementations leveraging an intermediate representationmodel
HyperspaceFlow. The tasks in smart space are deposited into distributed execution platforms, and a network
is automatically synthesized to satisfy their needs of communication at given QoS constraints. Meanwhile,
the proposed design methodology is able to offer relatively satisfactory cost, power consumption, and user
preference of the design solution at given constraints. At last, a home health care case is used to elucidate
our design methodology, and the simulation results demonstrate the effectiveness and feasibility of our
methodology.

INDEX TERMS System-level design, ubiquitous computing, smart space, home health care, multi-objective
optimization.

I. INTRODUCTION
With the advancement of ubiquitous computing, the vision of
Mark Weiser is gradually realized in our real world, which
allows to offer the computing capabilities for individuals at
anytime and anywhere [1]. Further, various novel computing
paradigms have emerged, such as Smart Hyperspace [2],
Cybermatics [3]–[5], etc.

Smart space is a complex computing system that highly
fuses human, computers as well as things. The key technolo-
gies for designing smart space closely relate with ubiqui-
tous computing, communication and control technologies [2].
Unfortunately, the design of smart space is a fairly tricky task.
Firstly, smart space is a considerably complex system due that
it involves multi-disciplinary technologies, such as commu-
nication, control and software technologies, etc. Secondly,
the design process of smart space lacks reliable methods
of designing, analyzing and validating. Thirdly, there are
manifold aspects that seriously influence the development

of smart space, such as low efficiency of the software tools,
labor-consuming and time-costing development process, etc.
Finally, power consumption and user preference are badly
neglected by designers, which results in high power cost and
poor user experience. Therefore, an effective, efficient, reli-
able and user-friendly design of smart space is a challenging
issue. Hence, to address these challenges, systematic design
methodologies are needed to guide the effective design of
smart space.

Aiming at addressing the tricky design problems of smart
space, we employ the system-level design methodology [6],
which characterizes the mapping from the function
specification to architecture implementation at given
platform according to given constraints. Typically, the map-
ping procedure is the refinement of function specification
leveraging an intermediate representation model (IRM).

We present the HyperspaceFlow as the IRM to capture
the function specification and user preference then transform
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them into underlying implementation, which includes object
emplacement, system synthesis and preference synthesis. The
object emplacement accomplishes the location allocation of
the physical objects, cyber objects in space, then the system
synthesis proceeds with computation synthesis and commu-
nication synthesis. Specifically, the former conducts compu-
tation resource assignment according to the requirements of
given tasks, while the latter automatically synthesizes a
network to meet the communication QoS requirements
among computation devices. The preference synthesis
considers the user satisfaction on device and HCI manner.
Otherwise, the final implementation is capability of achieving
the satisfactory cost, power consumption, and user preference
at given constraints.

The contributions of our work can be summarized as
follows:
• A coarse-grained model of computation is presented,
called HyperspaceFlow, which can be used to model the
design flow of smart space, which is modeled as physical
flow, data flow, and human flow. Besides, the physi-
cal flow can specify the relations between cyberspace
and physical space; the data flow is capability of cap-
turing the computation and communication relation of
cyberspace; human flow is utilized to model the inter-
action of cyberspace and human space. Furthermore, we
can conduct system-level power, cost, user preference
estimation leveraging the proposed model.

• The system-level design framework for smart space is
proposed to accomplish the mapping from requirements
of smart space applications to the underlying architec-
ture. Also the space model and the proposed model are
combined to ensure the nearly optimization design.

• We use the HyperspaceFlow to automatically synthesize
the solutions at given platform library, meanwhile to
attain the nearly optimal solution at cost, power and user
preference. The power consumption estimation
algorithm, cost estimation approach and preference
estimation algorithm are presented to assist the
triple-objective optimization. Besides, we solve the
triple-objective integer linear optimization (ILP)
problem by the genetic algorithm.

The reminder of the paper is organized as follows.
In section II, we introduce the related work about the design
of smart space. In section III, we firstly introduce the system-
level design framework of smart space, then an IRM is spec-
ified as the formal computation model. Subsequently, the
mapping process is described in detail. Section IV gives a case
study to verify our designmethodologywith home health care
application. Section V discusses the simulation results of the
design. Finally, we summarize the discussions and give some
conclusions in section VI.

II. RELATED WORK
Many efforts have been focused on the study of smart space.
Notably, the work in [2] presents the smart hyberspace, and
illustrates a case with kids care application in smart space.

Regarding to multiple domains, smart spaces increasingly
gain widely applications. For smart home or house, the Gator
tech Smart House at the University of Florida implements
a programmable pervasive space [7], where various smart
devices (such as smart plug, smart projector, smart floor, etc)
are located in physical space. Another typical project is
CASAS in Washington State University, which presents a
lightweight smart home design [8]. The project highlights
the activity recognition by sensor data collecting from the
house. Elders or children care and healthmonitor are its major
application.

With respect to intelligent transport system, MIT cartel
project is developed to address the road transportation prob-
lem by means of mobile sensing, wireless networking and
data-intensive algorithms [9]. The researchers of Nanyang
Technological University in Singapore propose an approach
to predict bus arrival time based on mobile phones [10]
through passengers participating and sharing the information
of bus location, which is transferred to backend server where
online data analysis and processing are executed. Then, the
result will be delivered to the real time query as soon as
possible. Moreover, to assist drivers to enhance driving direc-
tions, Yuan et al. [11] present a smartcloud-based driving
direction system leveraging experienced drivers. The system
can provide the fastest route for a given destination at given
time. Essentially, landmark graph approach and travel time
estimation are the critical idea of the system.

Also, smart space can be recognized as an effective
solution to improve traditional health care. Some of its
capabilities such as automatic patient diagnosis and elder
monitoring by kinect, smart phone as well as online
social network [12], sleeping situation monitoring of the
patient [13], u-pillbox system for humanistic geriatric health-
care [14], etc. Towards health monitoring, Vergari et al. [15]
provide a cross-domain application to dynamically relate
medical and ambient information.

Despite various applications of smart space are developed,
however, most of them are application specific and lack of
systematic design method, furthermore, user impact is badly
ignored by designers. All of these shortcomings result in huge
cost, high power consumption and poor user experience in
smart space design.

System-level design methodology provides a promising
approach for the design of smart space, but few works focus
on the design methodology of smart space. In [16], the
authors present a systematic design approach for smart space
by using high level language RCAL to represent application
logic, then transform it into the underlying distributed sen-
sor network leveraging a compiler, which parses the RCAL
language and automatically generates execution code that
can be deployed into sensor nodes via given mapping rule.
It enables the separation between application and implemen-
tation. However, it does not refer to the optimal solution of
the design at performance and cost. The work in [17] utilizes
the model driven architecture to develop home automation
system. Component based approach and interactive model
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are presented to enable the association between platform
independent model and platform specific model. The authors
use services and modes to model interaction. Services are
employed to satisfy the interaction needs between user and
environment. Modes indicate the restriction on computation
resource according to user defined requirements. However,
it also does not involve the design optimization of system.

Hence, most of previous research efforts mainly focus on
the specific application of smart space, little works place
more attention on the design methodology of smart space in
system-level. We present a petri net based model to model the
human, computers and things of smart space, meanwhile the
nearly optimization at design level can be achieved leveraging
the proposed model.

III. SYSTEM-LEVEL DESIGN METHODOLOGY
A. OVERVIEW OF THE DESIGN FRAMEWORK
System-level design methodology refers to the refinement
from application specification to architecture implementa-
tion according to given constraints. The illustration given in
Fig. 1. is the basic system-level design framework of smart
space.We employ increasingly popular platform based design
methodology [6], [18] to achieve the system-level design.
This design methodology considers that the procedure of
system design can be identified as the mapping from applica-
tion model to the given platform, which consists of multiple
platform libraries. The mapping procedure is the exploration
of design space at given platform, which combines with
corresponding space model, meanwhile it can accomplish
the nearly optimal performance and cost according to given
constraints.

FIGURE 1. The system-level design framework for smart space.
It is a refinement process from high-level definition to
underlying architecture. The multiple abstraction levels
mask the bottom design details.

As the Fig. 1. depicts, basically, our methodology is
divided into three steps. Firstly, function specification is
a state based language that allows to define the structure

and behavior of smart space in unification. Specifically, we
extend the language in [16] to achieve the definition of user
preference and function specification. Secondly, the defined
function in specification can be captured by a compiler, which
allows to transform the function into IRM. Concretely, the
output data of IRM are saved as PNML [19] for control flow,
and signed directed graph denotes the data flow, physical flow
and human flow. Finally, the mapping from HyperspaceFlow
to architecture platform is abstracted as three classes of opti-
mization problems, which take intermediate representation as
input data. Specifically, it is typically divided into threefold:
preference synthesis, object emplacement and system
synthesis, respectively.

Preference synthesis refers to user satisfaction on the
design of smart space. User preference incorporates loca-
tion, device manufacturer, the manner of human computer
interaction, etc. Furthermore, preference can be quantitatively
collected from users leveraging specific computation model,
which will be discussed in later section.

Object emplacement is that allocating the physical objects
and cyber actors into the space and meanwhile ensuring
the maximum location satisfaction to users. The process is
modeled via physical flow and data flow of IRM. Further,
to reduce the exploration space of candidate location, com-
putation nodes location is able to be gained via calculate
the distance of computation nodes with location of physical
objects.

System synthesis incorporates computation synthesis and
communication synthesis. The former achieves the software/
hardware partition and assigns corresponding computa-
tion resources to the task defined in the specification.
For the software, processors can be selected to tailor the
given target task. Hardware is enabled like FPGA, ASIC,
etc. Software/hardware partition is precisely determined by
cost, performance and power of different tasks. The latter
is conducted to guarantee the communication among tasks
of the distributed system under given constraints, which
refer to the assignment of protocol, topology as well as
routing.

The design decisions of smart space in the mentioned
three steps, in essence, can be abstracted as multi-objective
ILP and NP-hard. Accordingly, we can get the design
solution from solving the problem, and heuristic algorithms
provide quite promising approaches for solving such class of
problems [20].

The generated solutions can be outputted when they satisfy
the users’ needs, otherwise keep iterations to generated new
solutions. The output consists of object location, system
configuration and user satisfaction. The results of object
emplacement are the physical object locations and the com-
putation node locations. System configuration gives the
required system platforms selected from the computation
library, and network solution including network topology,
protocol, routing, as well as the required network switch
devices. User satisfaction is a real value to each generated
solution.
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B. INTERMEDIATE REPRESENTATION MODEL
Smart space is a distributed application that involves
physical objects, cyber objects and human objects.
Essentially, such distributed application exhibits partial order
relation and characterizes as asynchronous and concurrent.
To exactly model the design flow of smart space, reasonable
IRM is needed to capture the design requirements and to
tailor the needs of system design. Based on the investigation
on existing IRM [21], we further extend it into smart space
domain. By using IRM, we can precisely capture the rela-
tionships among physical objects, cyber objects as well as
human objects. They are named with physical flow, data flow
and human flow.

cyber objects and physical objects aremodeled via physical
flow, the relationships between data flow captures the compu-
tation and communication of cyber space, while human flow
depicts the interaction relations between cyber and human.
To capture these relationships in smart space, we present a
coarse-grained model of computation that is used to capture
the design representation of smart space and to aid for accom-
plishing the system-level design. Here, we call it Hyperspace-
Flow model and make it adapt to the modeling requirements
of smart space.

HyperspaceFlow allows to capture the flow relationships
within smart space. Specifically, each cyber processing
element is considered as an actor [22], which is a black box
and capability of dealing with input events and producing
output events. Thus, we only model the external commu-
nication events among actors, which are interconnected by
communication network. Besides, the elements in physical
space and social space are considered as objects. The model
formulation is given as follows:
Definition 1: A physical object is a two-tuple,

PO = (POi,POs), where
POi is the ID of the physical object, which distinctively
indicates the physical object;
POs is the state value of the object.

The physical object is the monitoring or operation object
of sensor and actuator. It characterizes with state, and its
changing affects cyberspace operation as well as human
activity.
Definition 2: An Event is a two-tuple, E = (En,Ev), where

En is the name of the event;
Ev is the value of the event.
The definition gives the event of the structure. An event

is an object that includes a name to specify the type and a
value to ensure the uniqueness. Particularly, various events
will result in multiple actions. For example, a control event
can trigger the control operation, while a data flow event
triggers the data transmission.
Definition 3: An actor is a triple tuple, A = (Ein,Eout ,Fm),

where
Ein is the set of input events. Ein = E1 ∪ E2 ∪ . . . ∪ En,Ej
denotes the input event j to the actor;
Eout is the set of output events. Eout = E1 ∪E2 ∪ . . .∪En,Ek
denotes the output event k to the actor;

Fm : Ein → 2Eout is the mapping from the input events to the
output events.

Here, we use 2 to denote the mapping from one set to
another set. Actors are well suited to model the asynchronous
and concurrent system. In essence, the interaction among
actors mainly relies on sending messages. Here, the critical
task of the actors is to cope with input events from other
actors and then to create output events. Furthermore, actor
is the abstraction of the processing element, it can be realized
through software or hardware.
Definition 4: Two actors Ai and Aj are semantically equiv-

alent, if they have the same input events and produce the
same output events. It can be represented as Ai ≡ Aj,
if Ai(Ein) = Aj(Ein),Ai(Eout ) = Aj(Eout ).

Despite two actors own different internal structures, such
as, processing the event by diverse methods. However, they
have the same input and output, essentially, they are still
considered as semantically equivalent. Thus, it is expected
that various candidate processing elements for refining the
actors can be selected to enable the system synthesis and
meanwhile to maintain the semantics.
Definition 5: A human object is a three-tuple,

H = (Hi,Hf ,Hp), where
Hi is the ID of the human object;
Hf is the interface of the human and computer interaction;
Hp is the preference value of the human.
This definition describes the characteristics of human

objects. The interface of human and computer interac-
tion (HCI) can employ multiple manners, such as textual,
acoustic, visual, or hybrid, etc. Here, the human preference
value can denote various types (location, manufacturer, inter-
action manner, etc), which are further determined by specific
applications.
Definition 6: A physical flow P is a five-tuple,

P = {PO,A, ST ,AE,PW }, where
PO = {PO1,PO2,PO3, . . . ,POn} is a finite set of vertices,
each of them represents a physical object;
A = {A1,A2,A3, . . . ,An} is a finite set of vertices, each of
them represents an actor;
ST = ST (PO1)∪ ST (PO2)∪ . . .∪ ST (POn) with ST (POj)=
the set of state with vertex POj;
AE = AE(A1) ∪ AE(A2) ∪ . . . ∪ AE(An) with AE(Aj) = the
set of input event associated with vertex Aj;
PW ⊆ (ST × AE)

⋃
(AE × ST ) is a finite set of edges, each

of them denotes the association between physical object and
cyber object.

The definition demonstrates that the change of the physical
object state can affect the cyber object actor, also actor is able
to act on the physical object and further to change its state
value.
Definition 7: A data flow D is a five-tuple,

D = {A, I ,O,DW ,C}, where
A = {A1,A2,A3, . . . ,An} is a finite set of vertices, each of
them represents an actor;
I = I (A1) ∪ I (A2) ∪ . . . ∪ I (An) with I (Aj) = the set of input
events associated with vertex Aj;
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O = O(A1) ∪ O(A2) ∪ . . . ∪ O(An) with O(Aj) = the set of
output events associated with vertex Aj;
DW ⊆ O × I = {< O, I >| o ∈ O, i ∈ I } is a finite
set of edges, each of them denotes an interconnection from
an output event of an actor to an input event of another actor.
They are interconnected through the communication network;
C : DW → N, is a function that represents the exchange
token numbers among actors. N denotes the natural number.

The definition of data flow specifies the basic data depen-
dency relationships among actors and the data flow is an
acyclic directed graph. Specifically, they enable the associ-
ation based on the events that are transmitted by network.
According to [23], the communication model among actors
is modeled as an unblocking FIFO channel, also, employing
token as the metric of exchange data among actors. Token can
be seen as the abstraction of actual bit numbers, they have a
corresponding relationship.
Definition 8: A human flow S is a five-tuple, Z =

{H ,A,HF,AE, IW }, where
H = {H1,H2,H3, . . . ,Hn} is a finite set of vertices, each of
them represents a human object;
A = {A1,A2,A3, . . . ,An} is a finite set of vertices, each of
them represents an actor;
HF = HF(H1)∪HF(H2)∪ . . .∪HF(Hn) with HF(Hj)= the
set of interface associated with vertex Hj;
AE = AE(A1) ∪ AE(A2) ∪ . . . ∪ AE(An) with AE(Aj) = the
set of input events associated with vertex Aj;
IW ⊆ (HF × AE)

⋃
(AE ×HF) is a finite set of edges. Each

of them indicates the interaction between actors and human
objects by HCI.

The definition of human flow specifies the interaction
relationships between cyberspace and human space.
HCI interface allows to employ various manners, which can
be determined according to the actual application scenario,
such as cost, user preference and power, etc.
Definition 9: A distributed physical, data, human/control

flow system ϑ is represented as nine-tuple, ϑ = (P,D,Z , S,
T ,F, J ,K ,M0), where
P = (PO,A, ST ,AE,PW ) is a physical flow;
D = (A, I ,O,DW ,C) is a data flow;
Z = (H ,A,HF,AE, IW ) is a human flow;
S = {S1, S2, . . . , Sn} is a finite set of control places;
T = {T1,T2, . . . ,Tn} is a finite set of transitions;
F ⊆ (S × T ) ∪ (T × S) is a binary relation, named control
flow relation;
J : S → 2(PW∪DW∪IW )is a mapping from control places to
sets of edges of the given physical flow, data flow, as well as
human flow graph. i.e, the arc of the flows is controlled by a
control place Sj;
K : O → 2T is a mapping from output events of data flow
vertices to sets of transitions. Each transition is guarded by
the corresponding actor;
M0 : S → {0, 1} is an initial marking function.

To meet the needs of asynchronous and concurrent char-
acteristics of smart space, we employ petri net to build the
control flow model, where control places or S-elements are

used to indicate the control signals among physical object,
actor and human object. Each edge on physical flow, data flow
and human flow can correspond a control place which deter-
mines the interaction among physical space and cyberspace,
cyberspace internal, cyberspace and human space. When a
control place owns a token, a control signal will be sent to
the corresponding edge in physical flow, data flow or human
flow. It is indicated by mapping J . Also, the diverse events
which are created by actors, or triggered by physical objects
and human objects are represented as T-elements or transi-
tions. In fact, disparate transitions will result in triggering
diverse control places, which further affect the cyberspace
interaction with physical and human space. Especially, actors
perform the condition judgement and produce the output
events or the transitions. It is denoted as mapping K in the
definition.
Definition 10: A timed distributed physical, data, human/

control system is defined as two-tuple, (ϑ,L), where ϑ is a
distributed physical, data, human/control flow system, and
L = {l1, l2, . . . , ln} denotes a finite set of time intervals. Each
of them corresponds to a control place, and it must satisfy the
following conditions:
(1) When a place has a mark, the transition will be enabled

immediately;
(2) The transition needs costing a time interval to finish the

procedure.
For a real distributed system, timing property should be

taken into account. Usually, in a real scenario, an event that
is transmitted on the network will cost a period. Here, we
model the temporal property with a timed petri net [24]. The
time interval is the capability of representing the time interval
for network transmission. However, it is a tricky problem to
preserve the clock synchrony within the distributed systems.
Hence, we use the approach presented in [25] to solve syn-
chronous clocking problem. As a result, the time intervals can
be denoted as one or various such clock cycles.
Definition 11: For distributed physical, data and human/

control flow system, assuming that the marking function
M : S → N, N = {0, 1, 2, · · · }. Its behavior is defined as
follows:
(1) Initial marking function M0 assigns the tokens to places

that determine the system initialization, i.e, for place
Si,M0(Si) = 1. Various places can consist of tokens
when initialization. In fact, the distributed system allows
to include multiple concurrent subsystems or processes;

(2) The transition T is enabled when its input place S
includes at least one token, i.e., M (S) ≥ 1;

(3) When the transition contains various guarded
conditions, the output event of actor performs the logic
judgement and determines whether or not to transmit the
data to another actor;

(4) When the transition is fired, the token will be removed
from the control place and producing a token to each
of their output places. In this procedure, the transition
will be enabled immediately. However, it will keep a
time interval to finish the transition. To some extent,
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it is capable of tailoring the needs of time for actual
system model, for instance, modeling the event
processing time and data transmission time on the
communication network;

(5) Data will be transmitted from one actor to another actor
in the dataflow after the corresponding transition is
enabled;

(6) The quantity of exchange data among actors in the data
flow are defined with the token numbers.

This definition gives the detailed behavior model of the
HyperspaceFlow. By analyzing the behavior of the system,
we can achieve the system-level performance estimation for
smart space, such as power consumption, cost and user
preference.
Definition 12: To guarantee the right design of distributed

physical, data and human/flow system, it must satisfy the
restrictions as follows:
(1) ∀w ⊆ DW in the data flow D, ∃ Mapping J : Si → 2w

in the control flow, and Si is unique. However, not all
required control placesmust exist in the data flow graph;

(2) Assume that Sl is the set of sink places of the control flow,
which is the set that followed nodes of control places is
empty, and reachable marking set from M is indicated
by R(M ), ∀Si ∈ S, Si /∈ Sl,M (Si) ≤ 1 . In other words,
the petri net must keep safe;

(3) If a place owns more than two transitions, it must not
satisfy the condition that is true at the same time, i.e., the
transition should happen deterministically and conflicts
are not allowed.

The definition can ensure the distributed physical, data
and human/control flow system safety, conflict free, and
meanwhile maximally keep petri net property so that we can
conveniently use it to analyze and optimize actual system
synthesis processes.
Definition 13: Given the distributed physical, data,

human/control flow systemϑ = (P,D,Z , S,T ,F, J ,K ,M0),
the precedent relation 7→ of events in ϑ can be defined as
follows:
(1) Ei 7→ Ej if and only if Ei ∈ Ai,Ej ∈ Aj, (Ai,Aj) ∈ DW;
(2) if Ei 7→ Ej, and Ej 7→ Ek , then Ei 7→ Ek ;
(3) if Ei 7→ Ej, or Ej 7→ Ei, they are sequential order;
(4) Ei and Ej are said to be concurrent if they are not in

sequential order, where Ei ∈ E,Ej ∈ E, and Ei 6= Ej.
Definition 14: The event structure of the distributed phys-

ical, data and human/control flow system ϑ can be defined as
three-tuple (E,l, ‖), where
E = {E1,E2, . . . ,En} is the event set which consists of input
event and output event of the actors;
l ⊆ E ×E is a binary relation, EilEj denotes that event Ei
happens before event Ej, and it must satisfy Ei 7→ Ej;
‖⊆ E × E is a concurrent relation, Ei ‖ Ej represents that
event Ei and Ej happen at the same time.

Typical distributed system is a partial order structure,
definition 13 and 14 provide the exact relation specifications
about how to indicate the happen before. Also, sequence and
concurrent are clearly described in formal symbol.

C. MAPPING PROCESS
1) PRELIMINARY
In this section, the mapping process, critical components and
the model of the architecture platform are discussed.

The mapping process is to allocate the nodes into physical
spaces and then to automatically synthesize the distributed
execution platform and network that satisfy the needs of task
computation and communication. Regarding to the former
process, the object emplacement is performed to deposit the
sensors, actuators and computation nodes into actual physical
space, which is a location optimization procedure leveraging
the IRM data. In essence, it is the mapping from the defined
symbol to actual space coordinates. Furthermore, system
synthesis and preference synthesis achieve the architecture
mapping leveraging the IRM data at given platform library,
for simplicity, the one to one mapping strategy is employed
to proceed platform mapping. Also, they are considered as a
whole and to be modeled as a multi-objective ILP problem.

Platform library is comprised with computation library,
communication library and the position set of smart space.
Computation library includes candidate computing plat-
forms, which are divided into software and hardware plat-
form, respectively. The former refers to the implementation
via general purpose processors, the latter is typically the
FPGA, ASIC, etc. Basically, both of them characterize with
performance and cost, for example, as shown in TABLE 1.

TABLE 1. Computation platform library.

Communication library gives the performance and cost
of network switch devices and communication interface
for given communication technology. Take the wireless
technology library as an example, usually there are two
types of communication components for our system, one
is the communication interface that transmits data for our
task nodes, which does not have the ability of routing. The
other is the routers that forward the data to guarantee the
communication of the distributed system. The performance
of each communication component is specified with delay,
maximum bandwidth and sending power and receiving power
of each bit. Particularly, it is similar with the library in [26].
Regarding to the space model, existing space model [27] can
be mainly partitioned into twofold: physical and symbolic.
The former employs the coordinates to represent the location
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of object, while the latter employs the symbols to represent
the logic position relations of the objects.

Here, we employ physical location based approach [27]
to model the object physical position, meanwhile, utilize our
proposed computation model as the symbolic model. Due to
the physical restrictions of the house, such as the geometry of
the house or personal preference, Usually, there exist limited
position set that can be used to deposit the physical objects,
computation devices and routers. Intuitively, they can be
modeled as the point of Euclid Space, which is denoted with
longitude, latitude and height. Fig. 2. gives an example of
the candidate position set for nodes placement. As TABLE 2
presents, for each position in Fig. 2., corresponding coordi-
nate type is the same as TABLE 2. All candidate locations are
indexed and correspond to a unique coordinate. Besides, the
white dots are the candidate physical object and computation
node positions, and the black dots represent the candidate
router positions, respectively.

FIGURE 2. The floorplan of home environment. Black dots are the
candidate location set of routers, white dots are the candidate
location set of physical objects and computation nodes.

TABLE 2. Candidate position set.

User preference model plays a critical role in the smart
space design. It severely influences user experience. We use
quantitative model to represent user preference with respect
to specific items. The items can consist of location, manu-
facturer, HCI manner, etc. Here, we employ the preference
model mentioned in [28]. The user preference is divided
into nine important levels, which correspond to a real value
between −1 and 1.

2) OBJECT EMPLACEMENT
Based on the spacemodel and the preferencemodel, the phys-
ical objects in physical flow and the actors in data flow should
be deposited into the space according to specific evaluation
criteria. Object emplacement aims at assigning them into
the space and guaranteeing the maximum user satisfaction.
In essence, it is an ILP problem, since there are a large number

of candidate locations, resulting in the explosion of location
exploration space. To reduce the complexity of the expiration
of location, we firstly seek to find the location of physical
objects in candidate location set, then ensuring sensors and
actuators are determined by physical object location, finally
computation node is deposited by computing their distance
with sensors and actuators.

To represent the objects in physical flow and data flow,
we define a series of parameters as follows:
OBJ : the set of physical objects in physical flow;
SN : the set of sensors;
AC : the set of actuators;
CM : the set of computation nodes;
Their candidate location set is defined as LOBJ ,LSN ,LAC ,
LCM , respectively;
Prefer il : the user preference of i-th location;
Pij: is a binary variable, which denotes the i-th node assigned
to j-th place.
Location exploration can be formulated as optimization prob-
lem as follows:

Max
∑
i∈OBJ

∑
j∈LOBJ

Pij ∗ Prefer il . (1)

Since each physical object can only be deposited into a
location, it should satisfy the following constraint:∑

j∈LOBJ

Pij = 1, ∀i ∈ OBJ . (2)

Therefore, we can get the coordinates set of physical objects
by solving the ILP problem. Subsequently, sensors and
actuators should be deposited closest with physical objects.
Specifically, we use the approach in [26] to get one location
set ρ of sensors and actuators. However, they are possibly
not in our candidate location set. Thus, for each acquired
coordinate, we choose the coordinate in candidate location
set which is minimum Euclidean distance with the acquired
coordinates, i.e,

min
v∈LSN∪LAC

||ψu − ψv||
2
2, ∀u ∈ ρ; (3)

where ψu, ψv denote the corresponding coordinates,
||ψu − ψv||

2
2 is the Euclidean distance.

Hence, we can attain

Pij = 1, ∀i ∈ (SN ∪ AC), j ∈ LSN ∪ LAC ; (4)

Similarly, we further compute the coordinates of computation
nodes according to their exchange tokens with sensors and
actuators. i.e.,

Pij = 1, ∀i ∈ CM , j ∈ LCM . (5)

Accordingly, the locations of all objects in physical flow and
data flow are deposited.
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3) SYSTEM SYNTHESIS
The main goal of system synthesis is to achieve the
assignment of computation and network resources of
smart space. It incorporates computation and communication
synthesis. Computation synthesis is to accomplish the soft-
ware/hardware partition and to assign the tasks to distributed
computation platforms. Here, considering the complexity of
the model, the mapping procedure is exactly one to one,
i.e., each actor in the data flow is exactly mapped into one
processing element (PE). Hence, the schedule of various
task assigned into a PE is beyond this paper. The actors in
data flow whether realized by softwares or hardware, are
determined by the needs of the task. Cost and power con-
sumption are used as the criteria for the partition of software
and hardware. Softwares are usually enabled through general
purpose processors and feature with much better flexility
and cost effectiveness to develop complicate algorithms,
however, low performance and high power consumption.
While hardwares exhibit better performance in worse case
execution time and power efficient. However, there also exist
huge developing cost and difficulty to realize complicated
algorithms. Essentially, it is a trade-off for softwares and
hardwares according to the cost and power. Therefore, we
consider the software/hardware partition jointing with task
assignment as an ILP problem.

Assuming that the data flow graph in section III-B is
denoted as G, actors in G are divided into three classes of
nodes, which are sensors, actuators and computation nodes.
The design parameters are defined as follows:
N : the set of nodes in the data flow graph G; N = SN ∪AC ∪
CM ;
E : the set of arcs in G;
SW : the set of software computation devices, i.e, processors,
corresponding to softwares of the computation library;
HW : the set of hardware devices, like FPGA, ASIC, etc,
corresponding to hardwares of the computation library;
D: the set of computation devices, D = SW ∪ HW .
Decision binary variables are defined as follows:

xi: whether the node i in CM is enabled by software or
hardwares, 1 softwares, 0 otherwise;
aij: denotes the i-th node in CM which is allocated to j-th
computation devices.

To support the exploration of design space, the variables
should satisfy a series of constraints, which are defined as
follows:∑

j∈D

aij = 1, ∀i ∈ CM; (6)

xi = aij, ∀i ∈ CM , j ∈ SW ; (7)
xi + aij = 1, ∀i ∈ CM , j ∈ HW ; (8)
aij ∗Mj > (mi + RDi + Cachei) ∗ aij, ∀i∈CM , j∈SW ;

(9)
aij ∗ Bj ≥ Oi ∗ aij, ∀i ∈ CM , j ∈ HW ; (10)

aij ∗MRj > TRi ∗ aij, ∀i ∈ CM , j ∈ HW . (11)

Constraint (6) defines that each task node in G should
be mapped into one computation devices. Constraints (7)(8)

determine whether softwares or hardwares are in the
exploration space according to variables xi. Constraint (9)
demonstrates that the memory of computation devices should
be more than the required memory of actor i if it is enabled
with softwares, where Mj is the memory of candidate plat-
form, mi is the program memory, RDi is the data memory,
Cachei is the network buffer storage required by actor i.When
actors in G are realized by hardwares, they should satisfy
constraints (10)(11). Constraint (10) indicates that logic cells
of hardware devices should be more than the required num-
bers of actors, where Bj is the logic cell numbers of j-th
hardware devices. Oi is the logic cells numbers to enable the
actor i. Constraint (11) indicates that memory in hardware
devices should be more than the required memory for storing
configure data of actors, where MRj is the memory of j-th
hardware devices, TRi is the memory requirement for actor i.

Objective function of computation synthesis refers to cost
and power consumption, which will be given in later section
and jointed the variables and constraints of communications
synthesis.

The main goal of communication synthesis is to automati-
cally synthesize a communication network, which can realize
nearly optimal cost and power at given constraints. To guar-
antee the communication of nodes, we synthesize a network
leveraging the exploration of design space in communication
library. Here, we employ wireless network to exhibit the
synthesis of communication. Specifically, considering the
concise needs, we take the IEEE802.11a technology as an
example to enable the synthesis.

To achieve the network synthesis, there are two aspects that
need to be decided. On one hand, routing ability of network
relies on routers. Thus, routers should be properly deposited
into our candidate position set. The numbers and location of
routers are determined by the quality of services for system,
as well as cost and power consumption. On the other hand, for
the topology, to lower the complexity of design, a cluster tree
is employed for the network topology. Basically, the commu-
nication synthesis can be also considered as the ILP problem.
The binary decision variables are defined as follows:
Sij: the i-th location assigned to j-th type of routers;
Wij: whether the node i and node j is linked, meanwhile j is
the parent node;
Qijc: the end to end connection c uses the link between
i and j;
SPj: the j-th location is installed with the end device or router.
Sij determines the placement of routers. Routers are

assigned into the candidate positions to ensure the communi-
cation of nodes for their covering ranges. Wij is used to start
the link exploit to make a network. Qijc is used to assist the
end to end routing computing.

Given the following specification parameters:
R: the set of routers;
LR: the candidate location set of routers;
LE : the end devices, LE = LSN ∪ LAC ∪ LCM ;
L: the candidate location set of end devices and routers,
LE = LR ∪ LE ;
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Ui: the worst case execution time for the node located in
i-th position;
nmax : the maximum numbers of connections for each router;
Rmax : the maximum numbers of routers for installing;
Bandij: the bandwidth between location i and j;
Bandc: the required minimum bandwidth of connection c;
Delayij: the delay of the node located between i and j;
lc: the required maximum delay of connection c;
DBc: the maximum path loss of connection c;
PLossij: the path loss of nodes located between i and j;
TD: the designate deadline of connection c by user.
Assuming that there does not exist retransmission in the

network, so the exploration of network design space is subject
to the following constraints:∑

j∈R

Sij = 1, ∀i ∈ LR; (12)

Pij + SPj > 2, ∀i ∈ N , j ∈ LE ; (13)

Sij + SPi > 2, ∀i ∈ LR, j ∈ R; (14)

SPj + SPm > 2Wjm, ∀j,m ∈ L, j 6= m; (15)

Wij +Wji 6 1, ∀i, j ∈ L, i 6= j; (16)

Wij = 0, ∀i ∈ L, j ∈ LE , i 6= j; (17)∑
j∈L

Wij 6 1, ∀i ∈ L, j ∈ LR, i 6= j; (18)

∑
i∈L

Wij ≤ nmax , ∀j ∈ LR, i 6= j; (19)

Wij +Wji > Qijc, ∀i, j ∈ L, c ∈ E, i 6= j;

(20)

Wij +Wji > Qjic, ∀i, j ∈ L, c ∈ E, j 6= i;

(21)∑
i∈LR

∑
j∈R

Sij 6 Rmax; (22)

F ∗ Qp = Cp, ∀p ∈ E; (23)

mini,j∈L(Qijc ∗ Bandij) > Bandc, ∀c ∈ E, i 6= j; (24)∑
i,j∈L

Qijc ∗ Delayij 6 lc, ∀c ∈ E, i, j ∈ L, i 6= j;

(25)∑
i,j∈L

Qijc ∗ PLossij 6 DBc, ∀c ∈ E, i, j ∈ L, i 6= j;

(26)∑
i,j∈L

Qijc ∗ (Ui + Delayij + Uj) 6 TD, ∀c ∈ E, i, j ∈ L,

i 6= j. (27)

Constraint (12) requires that each candidate location
should be exactly deposited a router. Constraints (13)(14)
exhibit that whether the candidate locations are assigned with
routers or computation devices. Constraint (15) shows that
link can be built only if there are end devices or routers
allocated between position j and position m. Constraint (16)
illustrates that the tree topology is dissymmetry.
Constraint (17) requires that end device can not be the

parent node due that it does not own routing capability.
Constraint (18) shows that each node has one parent at
most. Maximum link numbers of each router are given by
constraint (19). Constraints (20) (21) demonstrate that end to
end connection c is routed if i and j are linked. Constraint (22)
gives the maximum installing routers. Constraint (23) is the
balance equation, which is used to compute the routing path
of connection c. F is the incidence matrix where the row is
the sited nodes, the column is the arcs that are instantiated.
If k is the sited node and the source of arcs Wij, F(k) = 1,
else the destination F(k) = −1, otherwise it equals 0. Thus,
the path of each connection Cp in E can be computed with
this equation. Constraint (24) denotes that the minimum
path bandwidth should be more than the requirement by the
definition of the specification. Constraint (25) requires that
the sum of path delay should be less than the required delay
of connection c in E .
Constraint (26) is the sum of path loss of end to end

connection c which should be less than required minimum
path loss in the specification. Path loss [29], [30] is highly
associated with the distance between nodes and physical
attributes of buildings. Especially, the wall badly affects the
indoor signal. Thus, we use the multi-wall model which is
based on the work in [31]. Specifically, PLossij = l0 +
10γ log(d(i, j))+Mw, where the l0 is the path loss at 1 meter
distance, γ is the path loss exponent, d(i, j) is the distance
between i and j, and Mw is the multi-wall model. Con-
straint (27) requires that the execution time of the task should
be less than the deadline.

4) PREFERENCE SYNTHESIS
Preference synthesis aims to guarantee the maximum user
satisfaction for the design of smart space. It can involve
multiple aspects. Here, we consider device manufacturer and
HCI interface of user preference. In real application sce-
narios, users usually own their preferences to software or
hardware devices. Besides, users also exhibit different HCI
manners, typically, textual, acoustic, visual, etc. By using
the quantitative preference model mentioned in preliminary
section, we can quantify the user satisfaction of smart space
design. Hence, we define the parameters as follows:
τij: binary variable, which denotes the i-th human object

with j-th types of HCI in human flow, index j corresponds the
j-th HCI manner.
Prefer iH : represents the user preference of the i-th type
of HCI.
Prefer iD: represents the user preference of the i-th device.
The user preference estimation algorithm can be given in

Algorithm 1. As the algorithm illustrates, user device pref-
erence and user HCI preference are considered as the design
preference of smart space. Preferc represents user satisfaction
to generated device solution, Prefern gives the satisfaction for
HCI interaction manner. According to data flow, human flow
in the IRM, we can calculate the total user preference value
Prefertotal to the design of smart space. Also, ω1, ω2 are the
weight coefficient that can be determined by user needs.
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Algorithm 1 User Preference Estimation Algorithm of the
Smart Space Design
Input: The data flow D; The human flow H ; The weight

factor ω1, ω2; The set of parameters and variables;
Output: Total user preference value Prefertotal ;
1: Prefertotal = Preferc = Prefern = 0;
2: for each actor i ∈ D do
3: User device preference Preferc = Preferc + aij ∗

Prefer iD;
4: end for
5: for each human object i ∈ H do
6: User HCI preference Prefern=Prefern+τij ∗Prefer iH ;
7: end for
8: Prefertotal = ω1 ∗ Preferc + ω2 ∗ Prefern
9: Return Prefertotal

5) EVALUATION FUNCTION
Beyond the preference synthesis, cost and power consump-
tion are considered as the evaluation criteria for the system
synthesis. They are given by control flow and data flow, and
are used to guide the exploration of design space.

Given the following design parameters:
E ijt ,E

ij
r : each bit transmission and receiving power from

i to j;
E ijp : the processing power of node i on computation devices j;
E ijO: the overhead power of the connection between i and j;
bc: the max bit numbers of connection c;
C j
F : the j-th computation devices communication interface

cost;
C j
D: the j-th computation node cost;

C i
R,C

j
R: the i-th router cost and j-th place installation cost;

C i
S ,C

j
A: the i-th sensor cost and j-th actuator cost;

C i
H : the i-th type of HCI interface cost.
Firstly, we can compute the cost of the solution, which is

defined by equation (28).

Costtotal =
∑
i∈CM ,

j∈SW∪HW

(C j
F + C

j
D)aij +

∑
j∈R,i∈LR

(C i
R + C

j
R)Sij

+

∑
i∈SN

C i
S +

∑
j∈AC

C j
A +

∑
i∈H

C i
H (28)

Secondly, the power consumption estimation is given by
control flow and data flow. Since the petri net can be used
to model the behavior of the system, we can conduct the
power analysis by state equation of control flow. However,
the loop of control flow should be unrolled firstly by given
rules for our system behavior analysis, specifically, we use
the approach in [32]. General system-level power estimation
algorithm is given in Algorithm 2.

As Algorithm 2 demonstrates, line 1-2 is to calculate the
happen times of event that is defined in control flow lever-
aging state equation. Furthermore, line 4-14 proceeds the
power consumption estimation, which consists of communi-
cation power given in line 8 and task processing power given

Algorithm 2 Maximum Power Consumption Estimation
Algorithm of the System
Input: The control flow C ; The data flow D; The set of

parameters and variables;
Output: Total power Etotal ;
1: Solve the state equation for C, and get times of each event
Tk in C;

2: Get the state numbers CNk that corresponds to the Tk in
step 1;

3: Etotal = Ec = En = 0;
4: for each control place k ∈ C do
5: Search the place Ck on the edge of D;
6: Get the associated vertexes of the arc, source Vs and

destination Vd ;
7: for each i, j ∈ L, c ∈ (Vs,Vd ) do
8: Communication power Ec = Ec+CNk ∗ (

∑
ij Qijc ∗

(E ijt + E
ij
r + E

ij
O) ∗ bc);

9: end for
10: for each i ∈ {Vs,Vd }, j ∈ D do
11: Task processing power En = En+CNk ∗ (aij ∗E

ij
p );

12: end for
13: Etotal = Etotal + Ec + En
14: end for
15: Return Etotal

in line 11. Specifically, as line 5-6 shows, it is enabled by
exploiting the control place sign in data flow. Eventually, the
total power consumption is the sum of event power consump-
tion at specific time period.

The design of smart space is eventually abstracted as the
solution of a co-synthesis problem. Essentially, it is summa-
rized as a triple-objective ILP problem as follows:

min {Costtotal,Etotal,−Prefertotal} (29)

s.t. (2)-(27)
We solve the triple-objective optimization problem and get

a pareto front as the candidate solution set of the design, then
we choose suitable solutions according to the user expectation
from the candidate solution set.

IV. CASE STUDY
A. HOME HEALTH CARE
Home health care is a emerging application of smart space.
A well-known application scenario of home health care is fall
detection. It offers the ability to automatically detect elders or
kids fall and then send alarm or call the cellphone leveraging
video sensors and actuators.

As the description in [33], the basic workflow of a health
care in smart home is demonstrated as Fig. 3. Basically, the
application can be partitioned into five tasks or subsystems,
which are described as follows:
(1) Segmentation: this task aims to preprocess the image

data which is sampled from the synchronous video sen-
sors (cameras), and to gain the foreground field.
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FIGURE 3. The flowchart of fall detection in smart home.

(2) Tracing: the task traces the objects of the screen and
marks them as signs of human and non-human.

(3) Feature extraction and head tracking: regarding to each
object marked as human, capturing its direction features
and variance ratio based on the views of video sensor.
Also, the head location is able to be tracked according
to the skin color.

(4) Fall detection: based on the feature extraction from
step 3, fall detection algorithm can make a judgement
for the fall activity.

(5) Control task: the control node aims to send the affir-
mation to the user, and when the user does not give a
response or time out, then sending the command to the
actuators for alarming or calling emergency phone.

Therefore, the holistic application is able to be divided into
five types of task nodes. Besides, physical objects consist of
cameras and alerters. Sensors are equipped into the cameras
and actuators are used to operate alerters.

B. MODELING BY HyperspaceFlow
In our smart home scenario, as the floorplan given by Fig. 2.,
a house covers 9m × 14m squares and is lived with an elder,
who needs the health care by fall detection system. The house
consists of kitchen, bedroom, living room as well as corridor.
To achieve the home health care of the elder, a series of
video sensors, alerters, actuators and distributed computing
nodes should be deposited into these spaces and coordinates
to finish the monitoring task.

To realize this application of smart space, we employ the
specification given by extending the language defined in [16]

as a function specification, which is a state based language
for describing smart space. HyperspaceFlow model can cap-
ture the function of the distributed system as control flow,
physical flow, data flow as well as human flow, demonstrated
in Fig. 4.-Fig. 7.

Physical flow is demonstrated in Fig. 5., C1-C16 represent
the number of cameras, each of which transmits the images

FIGURE 4. Control flow of the home health care.

FIGURE 5. Physical flow of the home health care.

FIGURE 6. Data flow of the home health care.

FIGURE 7. Human flow of the home health care.
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FIGURE 8. The loop of control flow is unrolled for power consumption estimation. (a) denotes
the initial state M0; (b) denotes the final state M.

to an actor when the control signal is enabled in control flow.
A1 and A2 denote the alerters, which are triggered by the
actor when the control signal is enabled. Each PE within
physical flow corresponds to the actor in data flow.

Data flow is clearly presented in Fig. 6. The actors in
data flow are computation nodes. Specifically, the fall detec-
tion system is comprised with four sub tasks, which corre-
spond to the monitor of kitchen, living room, bedroom and
corridor. According to the specification, for kitchen, living
room and bedroom, each of them is deposited with three
cameras. Besides, corridor is assigned with seven cameras.
Furthermore, the PEij(i = 1, 2, 3, 4, j = 1, 2, 3, 4) denotes
i-th space with j-th type of task, i = 1, 2, 3, 4 corresponds
to kitchen, living room, bedroom, corridor respectively. The
types j = 1, 2, 3, 4 are given by section IV-A with respect to
(1)-(4). PE5 is the central control node that gives commands
for actuators. Two actuators are allocated into corridor, which
are used to send alarm. Also, each of the arcs in data flow is
associated with a control place given by control flow and the
exchange token numbers CNi(i = 1, . . . , 16) among actors.
In essence, data flow is determined by control flow, when
the fall event occurs, central control node will send control
signals and trigger the control command to the actuators.

Human flow in Fig. 7. depicts the HCI. The actor PE5 will
send the affirmation to the user when the fall is detected.
H1 indicates the HCI interface. The interaction process is also
controlled by the control flow. Here, HCI inteface can be the
textual, acoustic, visual or hybrid manner.

For control flow in Fig. 4., control places are used to
indicate the control signals or messages for the actors in
physical flow, data flow and human flow, while transitions
are the output events created by the actors. Specifically, S1,
S6, S11 and S16 are associated with the camera sampling
tasks for kitchen, living room, bedroom and corridor, which
are the loops due to their period attribute. Each of them is

given an initial marking, actually, they possibly own various
sampling period. Regarding to the task of monitoring kitchen,
T1 denotes the transmission event of preprocessing data;
T2 represents the transmission event of objects tracking data;
T3 indicates the event of feature extraction and head tracking;
T4 gives the event of fall detection. If fall is detected then
trigger event T6, else trigger event T5. Corresponding control
signals are illustrated with S2 to S6. Like the kitchen, control
flow in rest three spaces is presented in Fig. 4. Any event from
T6, T12, T18 and T24 can result in a control signal to the
central control node in physical flow, furthermore, triggering
the event T25, which exhibits that the elder is currently under
danger, and then the actor will send the affirmation to the
user. T27 represents that the user is out of danger by user
responding and then transits into safe state S24, else T26 is
triggered due that the user does not respond or time out then
control signal S23 gives operations to actuators, which make
a response to this fall event. Besides, for conciseness, we do
not give the time label on T-elements. The time interval of
transitions finish corresponds to the event transmission time
among the actors.

Due that the health care system is a distributed application
and consists of various sampling tasks, control flow in Fig. 4.
includes multiple loops. Here, we choose the least common
period of them. Hence, control flow is further conversed into
Fig. 8. The maximum power estimation is conducted within
this period. The critical step is to calculate each event happen
times in this period leveraging the state equation of control
flow. Then we start with a system-level power estimation
including communication power and task processing power.

As Fig. 8 demonstrates, since it is reachable from initialM0
to final M , where M0 is the initial marking that is equal
to (11, 0, . . . , 16, 0, . . . , 0, . . . , 111, 0, . . . , 116, . . . , 0)T in
Fig. 8(a), which denotes the marking of S1, S6, S11, S16
equal to 1, the rest are equal to 0. Assuming that each time can
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FIGURE 9. The result of object emplacement, (a) indicates the actors indexes,
(b) indicates the locations of objects, the red dots denote cameras, the green
dots denote alerters, the orange dots denote computation nodes and the black
dots denote the wireless routers.

detect the fall event, thus, final state M depicted in Fig. 8(b)
is equal (0, 0, . . . , 423, 0)T , which denotes S23 equal to 4,
the rest are 0. Both of them are 24 dimension column vector.
A is the incidence matrix of petri net which can be computed
according to the approach in [32]. Hence, the state equation
of Fig. 8 is given as follows:

M = M0 + ATX (30)

Furthermore, we can get the event happen times vector X ,
which is used for power consumption estimation. We use
the Algorithm 1 to estimate the maximum power consump-
tion, and Algorithm 2 to estimate the user preference with
respect to device and HCI interface. Thus, we solve the triple-
objective ILP problem and can get a pareto front of the
design. Detailed simulation results for home health care will
be discussed in the next section.

V. SIMULATION RESULTS
In this section, we focus on using the proposed methodology
to explore the architecture of the home health care. Simula-
tion is conducted within the smart home environment.

Firstly, object emplacement is performed with the
proposed approach. Cameras and alerters are firstly deposited
with solving the user location preference optimization prob-
lem in section III-C.2. Then the coordinates of computation
nodes are calculated by the approach in section III-C.2.
Besides, the locations of routers are determined by com-
munication synthesis. To reduce the complexity of distance
calculation, we employ 2D coordinates to simulate the
distance among the nodes. For the given candidate location
set in Fig. 2., we employ SAT4J [34] to solve the ILP problem,
then the nodes allocation result is illustrated in Fig. 9(b). and
the maximum user location preference value is 8.0.

Secondly, system synthesis is performed according to the
approach in section III-C.3. The procedure encompasses
computation synthesis and communication synthesis. For the
computation synthesis, candidate implementation platforms
of the home health care are selected from the computation
platform library, which consists of six computation platforms
with different manufacturers. To conduct our simulation,
we employ three FPGA based platforms and three gen-
eral purpose processor based platforms. Candidate hardware

implementation platforms include Xilinx spartan 6 [35],
Actel IGLOO2 [36], Altera Cyclone III [37]. ARM Cortex-
A5 [38], LPC4350 [39] and MPC5125 [40] are used as can-
didate general processor platforms. The price data and power
consumption data in TABLE 1 can be attained from their data
sheets. The parameters of computation synthesis are given in
the specification defined in section IV-B.

To proceed the communication synthesis, IEEE 802.11a
based wireless network is employed to show the communi-
cation synthesis approach. At the basis of the first step, the
actors are linked with routers, specifically, each location of
the routers is numbered with letter r and indicated by black
dots in Fig. 9(b). Their numbers are determined by the system
synthesis results. Meanwhile, each dot in Fig. 9(b). has a
unique coordinate corresponding to the space model in our
simulation environments.

Also according to the QoS requirements of the home health
care, the constraint parameters of the objection function
are specified, nmax = 20,Rmax = 12,Bandc = 2Mb,
lc = 2sec,DBc = 76db. Regarding to the deadline, TD from
the sensors to actuators should be less than 1.8sec.

Thirdly, for the preference synthesis, four types of HCI
interface are considered: acoustic, visual, textual or hybrid
interaction manner. The user preferences for devices and
HCI interface are collected with natural language, then each
of them can be quantified as a preference value between
−1 and 1 according to the approach mentioned in the pre-
liminary section.

Aim at getting the final solution, we employ
NSGA-II [41], which is a well-known multi-objective opti-
mization algorithm to solve the triple-objective optimization
problem. Subsequently, we use the available optimiza-
tion NSGA-II tool MOEA framework [42] as the optimiza-
tion solver. Concretely, we implement the problem as the
module of the framework. The NSGA-II running parameters
are given as follows:
• population size=2000
• mutation probability=0.000001
• bit crossover probability=0.9
In Fig. 10., Pareto front is depicted as attainted by

plotting 492 non-dominated solutions that are found by
NSGA-II. Power consumption is represented as the power
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FIGURE 10. The curved surface denotes the Pareto front with
Pareto optimal points generated by design space exploration.
The upper points on the curved surface are dominated by the
Pareto points on the curved surface. Point A, B and C are
chosen solutions to be compared.

loss at common least cycle of the fall detection application.
Cost represents the total price for realizing the application.
The preference value of user is denoted as the opposite
numbers of the attained solutions. The final solution is the
trade-off among power consumption, cost and user preference
value. It is a nearly optimal or relatively satisfactory solution.
Also the Fig. 10. demonstrates that the solutions at the bottom
of the curved surface own much better performance and
the points at the upper of the surface have relatively poor
performance.

TABLE 3. Computation synthesis result of point A.

We choose point A, B, C as examples to investigate
our generated design solutions. The generated system
configurations are represented as computational and com-
munication solutions and HCI interface. TABLE 3 and
Fig. 11(a). show the solution of point A, which depicts the

selected computation platform, network link and HCI inter-
face manner. In TABLE 3, actor index indicates the number
in the Fig. 9a. Platform index corresponds to the computa-
tion platform library index in TABLE 1. The HCI interface
manner is generated by the preference synthesis. Besides,
Fig. 11(a). elucidates the interconnections of the wireless net-
work. It consists of the connection between end devices and
wireless routers. The directions for the arrows demonstrate
that the nodes target to their parent nodes. The communica-
tion solution is automatically generated by searching in the
design space. Besides, TABLE 4 and Fig. 11(b)., TABLE 5
and Fig. 11(c). illustrate the solution of point B and point C.
As a result, point A can achieve much lower cost and power
efficient, however it owns lower user satisfaction quantified
with user preference value, point B is power efficient and
much higher user satisfaction than A. However, it requires
much higher cost. Point C means low cost and high user
satisfaction, but the power consumption is relatively high.
In fact, for real scenarios, users is able to further select a fit
solution by set a threshold range for these criteria.

TABLE 4. Computation synthesis result of point B.

TABLE 5. Computation synthesis result of point C.

To compare our design method with manual design, we
simulate the manual design of the health care case in the same
library based on monte carlo method [43]. As Fig. 12. shows,

FIGURE 11. The selected solution of communication synthesis from Fig. 10, (a) denotes point A, (b) denotes point B,
(c) denotes point C.
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FIGURE 12. The grey curved surface denotes Pareto front got by
our proposed approach, and the black dots represent manual
design solutions.

the performance of design solutions, which are generated
by our approach, are much better than the manual design
under most conditions. In essence, the reason is that the
manual design seriously relies on the experience of designers,
leading to the result that manual design can not achieve the
balance of power consumption, cost as well as user prefer-
ence. Besides, designers hardly consider the design holisti-
cally, which results in the loss of the design information. The
proposed approach can take computation, communication,
user impact and space model into a systematic manner to
consider, eventually accomplish the design optimization.

VI. CONCLUSION
In this article, we propose a system-level design methodol-
ogy for smart space. The application specification of smart
space can be further transformed into underlying architecture
leveraging our proposed IRM-HyperspaceFlow, meanwhile,
meeting the demands of cost, power consumption and user
preference optimization. The design solution can be auto-
matically generated and it consists of computation solution,
communication solution as well as the HCI interface selec-
tion. The health care case is used to elaborate the feasibility
and effectiveness of the proposed method. We simulate the
smart home environment and eventually yield the design
solution.

Future works need to be focused on two aspects: on one
hand, our design methodology only considers single user
modeling in smart space. The social interaction among users
within smart space should be considered as another critical
design aspect. On the other hand, heterogenous wireless
network synthesis will be developed to tailor for more com-
plicated communication scenarios design of smart space.
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