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Abstract
Vehicular ad-hoc networks (VANETs) have drawn increasing attention from both academia and industry. With the prolifera-
tion of sensor and wireless technologies, a large amount of sensory data need to be transmitted among vehicles for various 
intelligent transportation applications such as autonomous vehicles. The conventional WiFi-based VANETs cannot perform 
well due to its short communication range. To this end, we introduce a hybrid dual-radio architecture consisting of a 2.4 GHz 
WiFi and a 433 MHz Eagle Eye (EE) radio characterized by long-range, low-rate, and low-cost communication. Through 
this EE radio, a mobile node can “see” more nodes in a farther distance to improve the quality of next relay selection for 
packet delivery using WiFi. Collaborating between WiFi and EE radios, we propose a novel dual-radio routing protocol that 
significantly alleviates the delivery delay in a distributed manner. To evaluate the performance, we build a dual-radio proto-
type to verify its feasibility and efficiency. Furthermore, extensive simulations conducted using 4000+ taxis’ trajectories in 
Shanghai demonstrate that the proposed dual-radio architecture and protocol can reduce up to 50% delivery delay in VANETs.

Keywords  Vehicular networks · Delivery delay · Dual-radio architecture

1  Introduction

Vehicular ad-hoc network (VANET) (Hartenstein and Laber-
teaux 2008) is one branch of mobile networks lacking con-
tinuous connectivity. Both industry and academia pay great 
attention to VANETs. For example, vehicles in urban can 
use WiFi/DSRC radio and ad-hoc pattern to form a vehicle-
to-vehicle communication (Lin et al. 2017) for safety data 
sharing. Typical researches include multicasting in social 

VANETs (Gao et al. 2009), directional routing in green 
VANETs (Zeng et al. 2013), and geographic based vehicular 
routing (Soares et al. 2014).

One fundamental service provided by VANETs is data 
sharing (Xiang et al. 2015), in which one source node sends 
its data to a destination node through multi-hop and carry-
and-forward delivery fashions. The amount of delivery data 
is exponentially increasing because of two reasons. On one 
hand, the scale of VANET becomes larger. For instance, 
the U.S. DOT has committed to the use of IEEE 802.11p 
wireless devices on new light-duty vehicles. Messages 
can be transmitted by most vehicles in near future. On the 
other hand, with the rapid growth of sensor and multimedia 
technologies, the size of data becomes larger. For instance, 
previous vehicles only share their speed and location infor-
mation for safety. However, future vehicles would transmit 
more data for not only safety but also entertainment, social 
network, and crowdsensing (Wang et al. 2018).

A satisfactory data sharing service requires nodes to 
reliably transmit data even VANETs with intermittent con-
nectivity, random mobility and limited sensing coverage. 
Therefore, VANETs are supposed to maximize the delivery 
ratio. However, the wireless channels in highly dynamic 
VANETs are not perfect, leading to erroneous data or data 
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loss. That is to say, some data cannot reach the destination 
forever. Hence, according to (Jain et al. 2004), we select the 
average delivery delay as the principal metric to evaluate the 
efficiency of VANETs.

It is non-trivial to design a practical scheme to reduce 
the delivery delay dramatically in VANETs. Firstly, there 
is still no practical infrastructure in most recent VANETs. 
Thus, packets have to be opportunistically carried and for-
warded to its destination by intermittently connected nodes. 
Its successful delivery is not severely guaranteed. Secondly, 
it is common that there are some collisions during wireless 
transmissions (Silva et al. 2015). A dynamic routing with 
collision avoidance mechanism is required to improve the 
efficiency and reliability. Thirdly, the communication range 
is limited. Through information exchange among neighbors, 
a vehicle can acquire the movement states of other nodes 
only within its communication range. However, most nodes 
seriously suffer from a short communication range. In con-
ventional VANETs, the only radio takes in charge of both 
the information exchange and data delivery tasks. Plenty of 
approaches are studied to optimize the utilization of radio 
and select the optimal relay within communication range. 
But these approaches cannot break the bottleneck of the 
short range. Then, researchers resort to infrastructures to 
facilitate data passing. For example, extra stationary info-
stations are proposed in Throwboxes (Banerjee et al. 2010) 
and 5G mm wave is proposed to be used in VANET (Kong 
et al. 2017). However, infrastructure deployment in large-
scale VANETs is hard and expensive.

Rather than designing efficient schemes based on existing 
VANET architecture, we introduce a hybrid dual-radio archi-
tecture, which adds an additional long-range low-rate Eagle 
Eye (EE) radio with negligible cost on current VANET 
nodes. By comparison, EE radio can cover as 10x range as 
WiFi. In our dual-radio architecture, the EE radio undertakes 
the information exchange, while the short-range high-rate 
WiFi radio is in charge of the data delivery.

The dual-radio architecture is composed of three main 
components—a GPS module, a WiFi module and a long-
range transceiver (i.e., EE radio). The former two compo-
nents have usually been equipped in existing VANET nodes, 
and the EE radio is the only new component added in our 
system. Using the GPS module, a movement information 
including location, velocity, direction, and time stamp can be 
generated and exchanged by EE radio. Leveraging this infor-
mation, we propose a novel routing protocol specialized for 
dual-radio architecture. First, a utility function is designed 
to estimate the expected delivery delay of each node within 
the EE range. Then, the optimal next relay is selected by 
the minimal expected delivery delay and no collision from 
the EE range. Finally, the WiFi radio transmits the actual 
data to the selected relay with the collaboration of multi-
hop neighbors. The advantages include: (1) Compared with 

the communication range of WiFi, EE radio has a longer 
range to collect the real-time movement information of more 
vehicles, which leads to a better next relay selection because 
of more knowledge and more accurate estimation. (2) Dif-
ferent tasks are assigned to different radios, in which the 
small-size movement information exchange is assigned to 
the low-rate EE radio and the large-amount data delivery 
is assigned to the high-rate WiFi radio. These two radios 
can work simultaneously because they operate at different 
bands: 433 MHz and 2.4 GHz. This parallel communications 
further save time for packet delivery.

In order to evaluate the performance enhancement, we 
build a VANET testbed using seven prototype nodes moving 
in campus scenario. Experimental results show the supe-
riority of the dual-radio architecture and routing protocol 
in terms of delivery delay and delivery ratio. For further 
studying the performance in a large-scale scenario, exten-
sive simulations are conducted using real traces 4000 taxis 
in Shanghai (Huang et al. 2007). Simulation results dem-
onstrate that the dual-radio architecture reduces up to 40% 
delivery delay compared with the conventional WiFi-based 
VANETs.

The main contributions of this paper can be summarized 
as follows:

•	 We propose a novel dual-radio architecture to enhance 
the delivery performance in VANETs, which consists of 
one short-range high-rate WiFi radio for data delivery 
and one long-range low rate EE radio for information 
exchange.

•	 We design a new dual-radio routing protocol tailored to 
our dual-radio architecture. This protocol leverages the 
long-range EE radio to collect the movement information 
of more nodes and select the optimal next relay, which 
has minimal delivery delay and low collision probability.

•	 We build the prototype of dual-radio architecture. In 
addition, we conduct extensive simulations to compare 
the performance of dual-radio routing with existing pro-
tocols.

2 � Related work

In literature, two categories of efforts are close to our work: 
Classic taxonomy of VANET delivery and recent advances 
in VANET delivery.

2.1 � Classic taxonomy of VANET delivery

In order to improve the performance of packet delivery, a 
variety of schemes have been proposed in VANETs.

In the spatial dimension, Jain et al. (2004) formulate 
the routing problem that packets are delivered end-to-end 
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across a node graph with time-varying connectivity. They 
propose several schemes using global information about 
holistic networks. However, it is difficult to acquire global 
information in real VANETs. LTE could support global 
information but requires extra fees from drivers. Therefore, 
most existing schemes are based on local information, i.e., 
neighbors’ movement information. Context-aware routing 
protocols (Musolesi and Mascolo 2009) and socially-selfish-
based routing protocols (Li et al. 2011) are typical works in 
this field. In contrast, EE radio makes up the vacant space 
between local and global space owing to the long-range 
radio as illustrated in Fig. 1.

In the temporal dimension, historical traces based rout-
ing protocols (Jones et al. 2007; Xiao et al. 2013) have been 
widely investigated. These algorithms/protocols implicitly 
assume that the future traces are similar to the historical 
ones, e.g., a bus in the bus networks. This assumption cannot 
be always held in real networks. Nevertheless, our dual-radio 
architecture can be applied to general VANET scenario, 
which leverages both historical and real-time information 
obtained by EE radio.

In the knowledge dimension, the classic information 
includes node id, position, velocity, direction and time 
stamp. But whether the travelling destination of a node 
(dx, dy) is known involves in the disputes. DAER rout-
ing (Huang et al. 2007) considers that all nodes know the 
dynamic (dx, dy). The spray-and-wait protocol (Spyropoulos 
et al. 2005) adopts the last observed location instead of the 
real destination approximately. In this work, (dx, dy) is set 
as an optional information.

In the delivery pattern dimension, Zhang et al. (2007) 
propose a classic routing protocol using epidemic spread. 
This protocol provides the theoretically optimal performance 
when mobile nodes have infinite bandwidth and buffers. 
Then, Singh et al. (2013) extend the above work to multi-
destination routing, and significantly narrow the forwarding 
node space from all to just a few nodes. However, limited by 
existing hardware, recent VANET nodes cannot support the 

infinite bandwidth and buffers. In our dual-radio architec-
ture, we assign each node with finite bandwidth and buffers 
for practice.

In the infrastructure dimension, infrastructures are 
additional platforms that can receive, store and for-
ward data packets. General infrastructures include smart 
phones (Talipov et al. 2013), access points (Banerjee et al. 
2010), and roadside units. However, it is not cost-effective 
to deploy communication infrastructures. It is nor appropri-
ate to dynamic VANETs where nodes are with high-level of 
mobility. Therefore, our scheme designs a plug-in module 
attached to mobile nodes that requires no communication 
infrastructure.

In the social dimension, recent works has been proved 
that social networks can further optimize the data delivery 
in VANETs (Abdelkader et al. 2013; Gao et al. 2013; Hui 
et al. 2011). These social attributes are orthogonal to our 
dual-radio architecture. Hence, they can work together to 
enhance the delivery performance.

2.2 � Recent advances in VANET delivery

Besides the above dimensions, two kinds of studies are close 
to our dual-radio work. Network coding is one of the most 
popular research topics recently. In VANET field, there are 
also some works considering the network coding (Altman 
et al. 2013; Zeng et al. 2014; Zhang et al. 2013) to reduce the 
collisions in dense scenarios. As comparison, our dual-radio 
architecture improves the delivery performance from another 
perspective. In addition, network coding and dual-radio can 
also work together.

Dual-radio architecture has been investigated in several 
kinds of wireless networks (Dhananjay et al. 2009; Ji et al. 
2011; Zhou et al. 2010; Polese et al. 2017). They use dual-
radio nodes as stationary infrastructures and their two radios 
usually have the same communication range. In this work, 
we design a dual radio architecture for large-scale mobile 
VANETs, which is well-performed (performance shown in 
Sect. 6), yet inexpensive (the extra EE radio is less than 5 
dollars) in real deployment. Furthermore, EE radio devices 
can cover longer-range area with a low data rate.

3 � Design of dual‑radio architecture

In this section, we introduce our dual-radio architecture. We 
firstly describe the hardware components and then present 
its communication features.

3.1 � Dual‑radio platform

Figure 2a illustrates the proposed dual-radio platform, 
involving three major modules: a HOLUX M-1000C GPS, Fig. 1   The operating scope of EE radio in spatio-temporal dimension
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a built-in AR9285 WiFi card in PAD, and an ADF7020 
transceiver, i.e., EE radio. We connect all modules to 
a PAD. The EE radio connects PAD via USB and the 
GPS module communicates PAD using Bluetooth. Note 
that GPS and WiFi radio widely exist in recent mobile 
nodes, only the long-range and low-rate EE radio is a 
newly-added module, whose working band is 433 MHz 
and price is less than 5 dollar. In our design, EE radio 
collects real-time movement information of neighboring 
nodes. Since the size of movement information is no more 
than 300Bytes (Chen et al. 2016), EE radio works under 
CSMA/CA protocol. Figure 2b shows the EE radio box 
and built-in chipset. The transceiver’s parameter is given 
in Table 1. The AR9285 WiFi card is a high-rate radio for 
short-range data packet delivery. To support VANETs, the 
WiFi radio works in ad-hoc mode and at IEEE 802.11b/g 
2.4 GHz band.

The HOLUX M-1000C GPS module reports the real-time 
location once per second to the PAD and the localization 
error is at most 5 m regarding longitude and latitude. The 
system time is set to the GPS time so the platform clocks 
are synchronized. Table 2 lists the configurations of PAD. 
The computing capability is not strong, which indicates our 
design requires very low computational complexity. In addi-
tion, its built-in WiFi radio is qualified for operating the data 
delivery and processing experimental results. This PAD is 

a light-weight device so that it is convenient to be carried 
outside as a mobile node.

In the configuration part, we leverage Linux Wireless 
Extensions (LWE) to configure WiFi. To be specific, we 
can control the channel selection, transmission power and 
network id. For EE radio, we develop a dialog-based appli-
cation for customization as shown in Fig. 2c. Users are able 
to tune the data rate, working frequency, and power level of 
EE radio. The SSCOM port is adopted to set these configura-
tions for EE radio via serial port.

3.2 � Preliminary comparison for communication 
ranges

The advantage of EE radio is to make use of its long-range 
communication capability to get more nodes’ movement 
information in a larger area. To verify the range of EE radio, 
we carry out extensive outdoor experiments in campus sce-
narios and compare the rate-range relationship of WiFi radio 
and EE radio, respectively.

The average goodput between a transceiver and a receiver 
in different ranges is selected as the metric to evaluate the 
WiFi performance. The central frequency of the selected 
channel is 2.422 GHz, the bandwidth is 20 MHz, and the 

Fig. 2   The prototype of dual-radio platform

Table 1   Major parameters of the EE radio

Item Configuration

RF rates 4.8, 9.6, 19.2 Kbps
RF freq. 418–445 Mhz (step 1 Khz)
TX power levels 0–9 ( 9 == 500 mW, 0 == 20 mW)
Built-in buffer 256 bytes
Size 50mm ∗ 43mm ∗ 14mm

Operating temperature − 40◦ to 85◦

Sensitivity − 119 dBm

Table 2   Basic configuration of the PAD

Item Configuration

CPU Intel atom-N270
FSB 667 MHz
Disk 500G SATA​
Battery adapter Input: 100-240 V, Output: 12 V 3 A
Screen 10.2 inch touch screen
Operating system Ubuntu 14
Wireless card Atheros AR9285
Wireless mode IEEE 802.11a/b/g
Size 226mm ∗ 167mm ∗ 25mm
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transmission power is 100mW. In the experiments, we 
record all real-time data rates in different ranges, where 
IEEE 802.11g supports 8 data rates: 6, 9, 12, 18, 24, 36, 48, 
54 Mbps. We choose the lowest 6Mbps, the middle 24Mbps, 
and the highest 54Mbps to draw their average goodputs in 
Fig. 3a. From this figure, we observe that (i) The commu-
nication range is inversely proportional to the data rate; (ii) 
the upper bound of communication range is close to 200 m 
when the data rate is at the lowest 6Mbps.

Meanwhile, we are considering how far the EE radio can 
reach. To evaluate its performance, we conduct the out-
door experiments and measure the communication range as 
the distance from the source node to destination one. To 
be simple, we deploy the source node at a fixed position. 
This source node keeps sending “Hello” message. Through 
SSCOM, the data rate of EE radio could be controlled at 4.8, 
9.6, and 19.2 Kbps. Then, the destination node keeps mov-
ing and listening. Once it cannot listen the Hello message, 
we log the distance and consider it as the maximum com-
munication range. We test all three data rates and show the 
experimental results in Fig. 3b. From this figure, we observe 
that (i) EE radio can reach about 2500 m when its transmis-
sion power is 500 mw and data rate is 4.8 Kbps; (ii) The 
shortest communication range of EE radio is about 820 m 
when its power is only 20 mw and data rate is 19.2 kbps. 
This observation indicates a promising long-range feature 
of EE radio.

4 � Dual‑radio routing

To fully exploit the advantage of dual-radio architecture, in 
this section, we design the customized dual-radio routing for 
enhancing the data delivery in VANETs.

4.1 � Problem statement

In our system, all vehicles, i.e., nodes, are equipped with 
the dual-radio platforms and move independently. The total 
number of nodes in the area of interests is n. Each node has 
a limited storage buffer and wireless bandwidth. One source 
node can delivery data to the destination in a either direct or 
intermediate manner. Any source node knows the ID of the 
destination node, but is not clear about its real-time location.

The data that need to be delivered by WiFi radio is much 
larger than the movement information. These data can be 
either the multimedia files, which are desired to share to 
friends as soon as possible, or the traffic environments, 
which need to broadcast to vicinities immediately for safety. 
The features of these data include: (i) the size of data packet 
is at least several megabytes, e.g., a MP4 file; and (ii) these 
data are not planned in advance, but randomly generated 
during the movement. Hence, during the data delivery in 
VANETs, it is possible that multiple concurrent transmis-
sions are interfered by each other, leading to retransmission 
or packet loss.

Each node has two transmission ranges because of the 
dual radios, as illustrated in Fig. 4a, which are ideally mod-
elled as two concentric disks. Nodes share large data packets 
with others by WiFi radio within the short communication 
range r, while they exchange information by EE radio within 
long communication range R. Nodes fall in the scopes of 
the short and long transmission ranges are named as near-
neighbors (NNs) and far-neighbors (FNs), respectively.

Each node keeps sharing a real-time movement informa-
tion MoveInfo to its FNs periodically by EE radio. This 
information includes < id, bx, by, v, 𝜃, t, ex, ey, 𝛾 > , where 
id, (bx, by), v, � , t, (ex, ey) and � are the node id, the recent 
location, the velocity, the angle to horizontal axis, the time 
stamp, the end point where the node is moving to, and the 

(a) The goodput in different distances between transceiver and receiver
with multi-rate configuration in WiFi radio

(b) The communication range in different transmission powers with
multi-rate configuration in EE radio

Fig. 3   The communication features of WiFi and EE radio, respectively
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selected next relay. The (ex, ey) information is an optional 
tuple. It may be known in some applications. e.g., in-vehi-
cle GPS navigators allow to input the destination position 
(ex, ey) and compute the shortest path to there. When (ex, ey) 
is not known, we can use the last observed location instead. 
From this tuple, we infer that at time t the node id is on the 
way to (ex, ey) at the speed of v with an angle �.

The receiver stores the MoveInfo got from FNs in a 
local n-row table, where n is the total number of mobile 
nodes in a VANET system. In the implementation, 
MoveInfo table is initialized with empty. If two nodes 
encounter in the range R, their records will be updated 
immediately by information exchange.

Based on the above settings, our problem is to design a 
routing protocol specialized for dual-radio architecture in 
VANETs in order to achieve the minimum delivery delay.

4.2 � Design overview of dual‑radio routing

As the oracle-based analysis in Jain et al. (2004), the opti-
mal delay cannot be achieved if the future information is 
unknown. Hence, we develop a distributed routing algo-
rithms to approach the min(Ttot) using dual radios, namely 
dual-radio routing.

The pseudo-code of the dual-radio routing is described 
in Algorithm 1. The basic procedures of this algorithm 
include: (1) A node who would send a data packet to a 
destination node is named as source node Ns . Since the 
source node only knows the ID of the destination node, it 
sends the DestID to all far neighbors (FNs) via EE radio 
to request the location of the destination node. With the 
DestID together, the real-time movement information 
MoveInfo of Ns is sent. (2) After receiving the request, 
any FN who knows the location of destination node would 
response the result to Ns . (3) Based on the location of 

destination node and the real-time movement information, 
the total delivery delay via any intermediate node Ttot(Ni) 
can be estimated. (4) The optimal next relay is selected 
from the far neighbors who leads to the minimal deliv-
ery delay. (5) In addition, the data traffic within the EE 
range will be considered into the PathToNextRelay in 
order to avoid transmission collision. (6) The determined 
PathToNextRelay is sent to FNs using EE radio. (7) 
Afterwards, the actual data is delivered from the source 
node to the selected relay by multi-hop of the short-range 
WiFi radio. Especially, if there is no suitable next relay, 
a node will keep carrying the data packets and selects the 
other relay then. (8) The procedures of (1)–(7) are repeated 
until that the packet arrives at the destination node.

The advantages of dual-radio routing are: (i) The next 
relay is selected among the FNs but not NNs. The quality 
of selected relay is better due to more knowledge and more 
candidates. (ii) The next relay � of any neighboring node is 
broadcasted by the EE radio. Hence, the potential collision 
could be estimated and the mobile node is able to avoid the 
collision by selecting other relay or keeping carrying the 
data. (iii) The real-time movement information of all nodes 
in range R is known because of the information exchange 
in EE radio. Since the transmission speed is much higher 
than movement speed, the delivery delay and path from 
source node to the next relay can be calculated in a short 
period by existing deterministic routing algorithms, which 
we adopt the classic ED (Jain et al. 2004) in this work.

In order to reduce the energy consumption and the data 
traffic in VANETs, the dual-radio routing adopts single-
copy pattern  (Spyropoulos et al. 2008), in which each 
packet has only a single custodian. When a node sends a 
data packet to other node, this node will remove the packet 
from its buffer.

(a) (b)

Fig. 4   Model of dual-radio routing protocol
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4.3 � Design details of dual‑radio routing

The main function of dual-radio routing is to select the next 
relay from far neighbors (FNs) within EE range. The design 
details of this routing solves the following problems.

Algorithm 1: Dual-Radio Routing Algorithm @ Node N
s

Input:
DestID: ID of destination node
MoveInfo: Real-time movement information
Output:
NextRelay, PathToNextRelay
Main procedure:
1: Broadcast DestID and MoveInfo to all far neighbors (FNs) 

using EE radio
2: Get the lastest location of destination node from FNs
3: Estimate the total delivery delay T

tot
(N

i
) from the source node to 

the destination node via intermediate node N
i

4: Select NextRelay who has min(T
tot
(N

i
))

5: Estimate the data traffic within the EE range
6: Determine PathToNextRelay and send it using EE radio
7: Send the packet according to the PathtoNextRelay using WiFi

Problem  1  How to determine the next relay from far 
neighbors?

The optimal next relay Nopt is the node belonging to far-
neighbors that minimizes the expectation of total delivery 
delay, i.e.,

Problem 2  How to estimate the total delivery delay in dual-
radio routing?

The total delivery delay from the source node Ns to the 
destination Nd via the intermediate node Ni can be formu-
lated as

where TS→I is the duration that the node Ns forwards its data 
packet to the node Ni in FNs, TI→D is the duration that the 
data packet is carried or forwarded from Ni to Nd.

The value of Ttot(Ni) is not fixed during the forward pro-
cess. When a data packet is forwarded from one node to 
another, Ttot(Ni) will be re-calculated according to dynamic 
neighbors. Thus, the data packet could gradually approach 
the destination node.

To calculate the total delivery delay Ttot(Ni) , we have the 
following analysis and derivation.

Problem 3  How to estimate TS→I(Ns,Ni)?

(1)Nopt = argmin(Ttot(Ni)).

(2)Ttot(Ni) = TS→I(Ns,Ni) + TI→D(Ni,Nd),

Since we have the real-time MoveInfo of all FNs, 
TS→I(Ns,Ni) can be estimated. In details, we first assume 
that the movement of any node maintains its trend including 
direction, velocity, and acceleration within a short while. 
Then, we try to build the Dijkstra’s shortest path between 
the source node and any FN by a multi-hop WiFi manner. 
The edge in the shortest path takes the movement and com-
munication range r into account. In this way, we can judge 
whether a packet from Ns to Ni is reachable. If it is reachable, 
we can calculate TS→I(Ns,Ni) using the shortest path.

Moreover, it is easy to observe that the delivery delay 
of a packet from the source node to the intermediate node 
TS→I(Ns,Ni) is equal to the duration of Ni moving from the 
beginning point to the intermediate point TB→I(Ni) as shown 
in Fig. 4b.

Problem 4  How to estimate TI→D(Ni,Nd)?

It is difficult to estimate TI→D(Ni,Nd) directly due to 
lack of information out of EE range. Hence, we transfer 
the expression of Ttot(Ni) and provide the theoretical upper 
bound from another direction.

Theorem 1  If TS→I(Ns,Ni) is finite (i.e., packet from Ns to Ni 
is reachable), Ttot(Ni) can be also expressed by

where TB→E is the duration that the node Ni moves from its 
beginning point (bx, by) to its end point (ex, ey), and TE→D 
is the duration that the data packet is transmitted from Ni at 
(ex, ey) to the destination node Nd , where (dx, dy) is the last 
recorded location of the destination node.

Proof  If TS→I(Ns,Ni) is finite, then

where TI→E is the duration that Ni travels from the interme-
diate point (ix, iy) to the end point (ex, ey) as illustrated in 
Fig. 4b. Since TS→I(Ns,Ni) = TB→I(Ni),

Substituting Eqs. 4 and 5 to Eq. 2, we get Eq. 3. 	�  □

Recall that each node has the MoveInfo table, with 
which we can derive the upper bound of Eq. 3 via the fol-
lowing two theorems.

Problem 5  How to estimate the upper bound of TB→E(Ni)?

Theorem 2  The upper bound of TB→E(Ni) equals to L / v, 
where

(3)Ttot(Ni) = TB→E(Ni) + TE→D(Ni,Nd),

(4)TI→D(Ni,Nd) = TI→E(Ni) + TE→D(Ni,Nd),

(5)TI→E(Ni) = TB→E(Ni) − TS→I(Ns,Ni).
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� is arctan( ey−by
ex−bx

), and � is the recent moving angle of Ni.

Proof  The upper bound of TB→E(Ni) is the duration that Ni 
moves from its beginning point (bx, by) to end point (ex, ey). 
Since the transmission speed via WiFi is always faster than 
the movement speed, the upper bound of delivery delay 
is that Ni carries the data packet itself to the end point. If 
|� − �| ≥ 90◦ (i.e., if node Ni is moving away from its end 
point temporarily), we do not use it for relaying and set 
TB→E(Ni) = ∞ . However, this node is possible to be selected 
in the future, if this node turns back to the path between 
another relay and the destination node. When |𝜃 − 𝜔| < 90◦ , 
the longest distance is the sum of the two right-angle sides 
as shown in Fig. 4b, which is trivial to be calculated using 
triangle equations. This longest distance can be further 
bounded if the map information is known. We can calculate 
it as the total distance of the shortest path between (bx, by) 
and (ex, ey) subject to the road map. 	�  □

Problem 6  How to estimate the upper bound of TE→D(Ni,Nd)

?

Theorem 3  The upper bound of TE→D(Ni,Nd) is

where v =
∑n

i=1
vi

n
 is the average velocity of all the nodes in 

this VANET, and vi is the velocity of node Ni.

Proof  The upper bound of TE→D(Ni,Nd) is the duration that 
a node carriers the data packet and moves from Ni ’s end 
point (ex, ey) to the location of destination node (dx, dy). 
Since the EE radio cannot cover the whole area of VANET, 
we use the average velocity of all the nodes to approach the 
velocity from (ex, ey) to (dx, dy). Moreover, as Theorem 2, 
we consider the upper bound duration is that a packet is car-
ried rather than transmitted. Above all, we have Eq. 7. 	
� □

Problem 7  How to reduce the collision of data delivery?

On one hand, we adopt a single-copy routing method. i.e., 
a data packet has only one path to be delivered. Hence, the 
total traffic load of the VANET is minimized, which reduces 
the probability of collisions. On the other hand, using the 
real-time movement information of all nodes MoveInfo 

(6)L =

⎧
⎪⎨⎪⎩

(sin �𝜃 − 𝜔� + cos �𝜃 − 𝜔�)×
√
(ex − bx)2 + (ey − by)2, �𝜃 − 𝜔� < 90◦,

∞, otherwise,

(7)TE→D(Ni,Nd) =

√
(dy − ey)2 + (dx − ex)2

v
,

and other nodes’ PathToNextRelay, a node can predict 
the others’ transmissions within a short while. Thus, the path 
selection could consider and bypass the hot spot to reduce 
the collisions.

In the end of this section, we discuss the computa-
tional complexity of the proposed dual-radio routing. 
After analyzing Algorithm 1, we find that the complexity 
is O(n log n) because the dominated function in dual-radio 
routing is Dijkstra’s shortest path, whose complexity is 
widely proved as O(n log n).

5 � Prototype implementation 
and experiment

We implement the dual-radio routing in our platform. 
Then, we conduct testbed based experiments to evaluate the 
performance.

5.1 � Prototype configuration

We build a 16-node testbed using our dual-radio platforms. 
Each node is carried by a vehicle as shown in Fig. 5a. 
All vehicles randomly move in the campus whose area is 
2.3 × 1.3 km2 as shown in Fig. 5c.

In our experiment, the long-range EE radio operates in 
433  MHz band, 20mW transmission power, and 19.2  Kbps 
data rate. Thus, its communication range is about 800 m. 
The short-range WiFi radio operates at 20 MHz channel in 
2.422 GHz band and 100 mW transmission power. Its data 
rate is adaptive from 6 to 54 Mbps according to the chan-
nel quality. The communication range of WiFi is less than 
200 m as shown in Fig. 3a. All nodes adopt the unified GPS 
time, thus they are synchronous. We leverage the CSMA/
CA mechanism in EE radio to avoid signal collisions. Since 
the movement information MoveInfo of each node is a 
9-tuple message whose size is 9 × 4 = 36Bytes and the 
broadcast interval is configured as 1 second, the data rate 
19.2 Kbps with CSMA/CA is sufficient to support 15 nodes’ 
communications, even there are some retransmissions. Using 
the following equation, we find that our configuration can 
theoretically support 66 mobile nodes, which is much larger 
than 15 nodes.

We conduct our experiments totally 12 h and evaluate three 
routing algorithms, respectively. These four algorithms 
are dual-radio routing, epidemic routing  (Zhang et  al. 
2007), probability routing (Spyropoulos et al. 2008), and 
PVcast (Xiang et al. 2015). Except dual-radio, the other 
three routing protocols use only the WiFi radio. The classic 

(8)
19.2Kbps

36Bytes × 8 bits × 1 s
= 66.67 > 15
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epidemic routing is a flooding based routing protocol, in 
which a vehicle delivers the data packet to all encountered 
vehicles to increase the delivery ratio. However, its energy 
consumption is high and may lead to broadcast storm. To 
reduce the traffic load in VANET, the probability routing is 
proposed, in which a vehicle delivers the data packet with a 
preset probability. In our experiment, we set that any node 
forwards the packet to non-destination node with probability 
p = 0.5 and to a destination node with p = 1 . The state-of-
the-art PVcast uses WiFi for not only the data delivery but 
also the movement information exchange. Compared with 
PVcast, dual-radio obtains more MoveInfo due to its long-
range EE and lower load in WiFi radio due to only data 
delivery tasks. In all experiments, each node generates a 
4MB MP3 file every minute and sends to a random ID node 
as destination. A data packet is considered as lost if it never 
reaches the destination or the number of its forwarded times 
is larger than a TTL (Time-to-Live) threshold (Jain et al. 
2004). We set the value of TTL is 16, which is a little larger 
than the number of nodes.

5.2 � Experiment results

Figure 5c compares the packet delivery ratios of the four 
routing algorithms. We find that almost all packets, nearly 
98%, are successfully delivered in dual-radio routing. The 
epidemic routing achieves 100% delivery ratio due to its 

flooding mechanism. Only 63% data packets arrive at the 
destination nodes in the probability routing algorithm. The 
possible reason is that its forwarding number is easy to 
exceed the preset TTL. PVcast delivers more than 89% 
packets to the destination nodes. Compared dual-radio, 
PVcast has shorter view to find optimal next relay, leading 
to a lower delivery ratio. This result demonstrate that the 
proposed dual-radio routing protocol ensures the delivery 
ratio in VANETs.

In Fig. 5d, we illustrate the average packet delay during 
our experiments. In epidemic routing, the delivery delay 
is defined as the duration from the data packet sent by the 
source to its first duplication received by the destination. 
It can be seen that our dual-radio achieves 62-second delay 
in average. The epidemic routing is a little higher, at 68s, 
because the concurrent transmission of multiple copies 
lead to collisions. The probability routing incurs the high-
est delay 117s due to some longer walk. The performance 
of PVcast is between epidemic and probablity, which is 
about 86s.

In Fig. 5e, we plot the total amount of packet transmit-
ted in the whole network. This figure shows the advantage 
of dual-radio routing against the epidemic routing. In order 
to achieve the similar delivery ratio and average delay 
shown in Fig. 5d, e, the dual-radio routing transmit only 
25% amount of data compared with epidemic. In particu-
lar, the epidemic routing transmits 10.8 GB data totally. 

(a) The dual-radio platform is set in a vehicle. (b) The map of the area for our experiments.
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Fig. 5   The results of implementation and experiments
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The dual-radio only transmits 2.6 GB, outperforming the 
probability routing’s 7.7 GB and PVcast’s 3.4 GB.

6 � Simulation

Our experiment is limited by the limited area and number 
of vehicles. In order to understand the performance of dual-
radio architecture and routing in large-scale VANETs, we 
carry out extensive simulations based on real taxi traces in 
Shanghai urban.

6.1 � Simulation settings

The taxi traces in Shanghai urban are collected by SUVnet 
project (Huang et al. 2007). In this project, more than 4000 
taxis equipped with GPS report their id, location, time 
stamp, speed, direction, and loading state in a fixed inter-
val time. From this data, we selected the downtown area of 
Shanghai with an area of about 102 km2 as shown in Fig. 6a. 
Since the SUVnet is an open system in which taxis entered 
and left the area of interests from time to time, the actual 
number of taxis varies from 2380 to 2937 in our simulations. 
The TTL can be set by the user according to the application. 
In our simulation, we set it as 100 by default. Moreover, 
when the whole network becomes congestion, it is possible 
that the buffer in nodes will run out. To address this problem, 

(a) The Shanghai map, in which the rectangle area is used for our
simulations.
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(b) CDF of the packet delivery ratio when the simulation time
varies from 0 to 1000 seconds.
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(d) The average delivery delay when the number of sending packets
in the first 5 minutes is 1500, 3000, and 6000, respectively.

Fig. 6   The simulation results regarding delivery ratio and average delay, together with parameter sensitivity analysis
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when the buffer is full, we remove the data packet with the 
largest TTL. Table 3 illustrates the simulation initialization.

In order to evaluate the performance of dual-radio rout-
ing, we select three existing algorithms as baselines: prob-
ability routing (Spyropoulos et al. 2008), PVcast (Xiang 
et al. 2015), and theoretical optimal routing. The probability 
routing and PVcast are the same as the experiments. Unlike 
the experiments, we do not adopt the epidemic routing in 
simulations because it is heavily resource-consuming and 
may incur serious network congestions in the dense scenario. 
Instead, the theoretical optimal routing is derived from epi-
demic spread, but assumes that the buffer and bandwidth 
are infinite in simulations. Thus, the duration of first copy 
arriving at the destination node is the theoretical minimum 
delivery delay.

6.2 � Performance analysis

The CDF of the packet delivery ratio is illustrated in Fig. 6b. 
Since partial taxis drive in and out of the considered area, 
packets carried by them never reach the destination nodes. 
Consequently, each routing algorithm suffers from some 
packet loss. Even the optimal algorithm performs only 94.6% 
delivery ratio. Figure 6b also indicates that our dual-radio 
routing dramatically enhance the delivery ratio, compared 
with PVcast and probability routing. Especially, the ratio 
difference between dual-radio and the optimal is about 17%.

We then validate the impact of the communication range 
R using EE radio. Figure 6c draws the delivery delay with 
the increase of R from 200 to 2500 m. The performance 
probability, PVcast, and optimal routings remain the same 
since they have no long-range radio. As expectation, the 
dual-radio routing achieves lower delivery delay with the 
increase of R. Theoretically, when R gets infinite, the EE 
radio can get the global movement information of all nodes, 
approaching the optimal next relay selection. When both R 
and r are 200 m, the delivery delays for dual-radio routing 

and PVcast are 392 s and 399 s, respectively. Benefiting 
from the information exchange on EE radio, the dual-radio 
routing achieves better results than PVcast, whose informa-
tion exchange still needs to occupy partial resource of WiFi. 
When R reaches the longest 2500 m, the average delivery 
delay is 195 s for dual-radio routing, which reduces up to 
50% delay by using the dual-radio architecture.

Finally, to evaluate the impact of the network load, we 
change the number of generated packets to be 1500, 3000 
and 6000 in the first 5 min. The results in Fig. 6f demon-
strate that heavier traffic load leads to a higher packet deliv-
ery delay. The reason is that the large amount of concurrent 
transmissions result in plenty of collisions and retransmis-
sions. Moreover, the dual-radio routing algorithms outper-
form the others with respect to the traffic load.

7 � Conclusion

In this paper, we study the enhancement of the data packet 
delivery in VANETs for intelligent transportation systems. 
We design a dual-radio architecture, in which the WiFi radio 
transmits data and an additional long-range low-rate EE 
radio exchanges the movement information. This EE radio 
can cover range much larger than WiFi does. We further pro-
pose a dual-radio routing algorithm, which fundamentally 
avoids the transmission collision by selecting the optimal 
next relay nodes with minimum expected deliver delay. Both 
prototype implementation and real trace-based simulation 
results demonstrate that the proposed architecture and algo-
rithm outperform existing methods.

The dual-radio architecture could be further improved by 
the following future works. First, the EE radio only supports 
one-hop far-neighbor query. It is better to extend it to multi-
hop communications for obtaining more movement informa-
tion. Second, leveraging the information from EE radio, it 
is promising to design a joint optimization between power 
control and rate adaptation for WiFi radio to further improve 
the delivery performance. Third, introducing more wireless 
protocol such as DSRC and LTE into our architecture is also 
our future work.
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