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Introduction




Machine learning techniques based on neural networks are
achieving remarkable results in a wide variety of domains. Often,
the training of models requires large, representative datasets,
which may be crowdsourced and contain sensitive information.
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e-Differential Privacy

A randomized mechanism M : D — R with domain D and range R satisfies
e-differential privacy if for any two adjacent inputs d,d” € D and for any subset

of outputs S C R it hold that

Pr[M(d) € S] < e Pr[M(d) € S]

(g,6)-Differential Privacy

A randomized mechanism M : D — R with domain D and range R satisfies
(¢, 0)-differential privacy if for any two adjacent inputs d,d’ € D and for any

subset of outputs S C R it hold that

Pr[M(d) € S] < e*Pr[M(d') € S|+
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Differentially Private SGD Algorithm

Algorithm 1 Differentially private SGD (Outline)

Input: Examples {zi,...,xn}, loss function L(6) =
~ >, L(6,2:). Parameters: learning rate 7, noise scale
o, group size L, gradient norm bound C.

Initialize 0, randomly
for t € [T] do
Take a random sample L; with sampling probability
L/N
Compute gradient
For each 7 € L;, compute gi(xz;) < Vo, L(0;, ;)
Clip gradient

gt (i) < ge(xi)/ max (1, l&elzalz)
Add noise

& — LY. (&8(x:) + N(0,5°C?T))
Descent

Orr1 < 0 — M8t
Output 07 and compute the overall privacy cost (g,9)
using a privacy accounting method.




Related Work

They use MNIST and CIFAR to test their algorithm. Their
implementation and experiments demonstrate that they
can train deep neural networks with non-convex
objectives, under a modest privacy budget, and at a
manageable cost in software complexity, training
efficiency, and model quality.
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I installed Tensorflow according to the guidance of a CSDN blog on the Internet.
And I learned many deep learning algorithms, like CNN, RNN and LSTM. And I
learned how to train a multi-layer convolutional neural network on TensorFlow.

Then I tried to design a deep learning algorithm with differential privacy. However,
I failed.

~

(tensorflow) C:\Users\)john\Desktop>python
Python 3.6.4 |Anaconda, Inc default, Mar 12 2018, 20:20:50) [HSC v.1900 64 bit (ANDGH)] on win32
Type “help”, "copuyright™, "credits” or "license” for more information

» 1mport tensorflow as tf

» hello=tf.constant( "hello, tensorflow’)

se=tf. Session()

2018-05-27 16:33:21.809348: I T:\src\github\tensorflow\tensorflow\core\platform\cpu_feature_guard.cc:|
sorFlow binary was not compiled to use: AUX2

print(sess.run(hello))
b'hello,tensorflow’




Linear Regression

Hypothesis:
Il.g(;‘l?) =0y + 01z + -+ Oaxq

Loss Function:
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Algorithm Design

I split the loss function into two child functions g(#) and ¢(#). Let A; indicates
the sensitivity of g(#), As indicates the sensitivity of b(#). Assume that two
adjacent dataset are different in last training example. We can calculate Ay, A,

according to the definition of sensitivity Ay = maxp, p, || f(D1) — f(D2)]:

A Z ||.'17<-."');r.§;\,") — .'1;.(");7:;,.('")|| < 2(d +1)*

J
0<5.k<d

d
Ay = Z ||(—2;¥/(”'):17§") = (—2;_111("')4'171-(”)|| < 4(d+1)

1=0



Algorithm Design

According to function ¢g(#) and t(#), we assign privacy budget e;,€e3. Ac-
cording to the characteristics of the Laplace mechanism, the Laplacian noise is
proportional to the sensitivity of the function and inversely proportional to the
privacy budget. In order to reduce the added noise, we allocate a larger privacy
budget for the more sensitive functions. According to the computed A;, Ao,
when d is large, the sensitivity of ¢(#) is larger than #(#). Thus, we should
make €1 > €5, i.e., for a fixed privacy budget ¢, we can reduce noise by ratio-
nally allocating €; and e3. And it is more accurate to predict linear regression

models.



Algorithm Design

In general, I want to summarize my algorithm. First, I assign privacy budget
€1 and e3. And then I split the loss function into two child functions ¢(#) and

t(0), where g(0) = ab?, t(6) = bf. After doing this, I add Laplacian noise to the

coefficient @ and b as a = a + La.p(f‘—ll), b= b+ Lap(2

2
€2

). And then optimize

the new loss function to get 0.



Algorithm Design

I first want to prove that function g(#) satisfies ¢;-differentially privacy, where

3(0) = ap?.

Proof: Given two adjacent datasets Dy, Dy different in last training example.

We have

R €1 “ Z (T‘:*]T(‘)_(—I”
Pr{g(0)|D1} Hogj,kgd exp( D = . )

PI{(}(())'Dz} - 61”Z[)z(l'i-,]fr}—ﬁ|l

HOSj,de exp( i )
o €1 (1) (1) (1) (2)

< I ean( Q25 2”) = Q"=

0<j k<d ' b D>

€ n) ( —
= H elfP(A—1||;tr\(}."):zr§¢“) - :L'j("');zrk(“)||)
. 1
0<j,k<d
€1 n) (n (n) "(n

= (-’-IP(A— Z ||1§ '):1:2') - ;I.TJ-( ');Irk(")”)

Lo<jk<d

< exp(e1)

Also, we can prove that #(0) satisfies eo-differentially privacy. Therefore, the

algorithm satisfies e-differentially privacy, where ¢ = ¢; + €.
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Algorithm Performanc® Test

I use Matlab to test the algorithm, the dataset is US and Brazil from Integrated Public Use
Microdata, including 370000 examples and 190000. I first use feature scale to process the
data. And then I randomly take 80% examples as training examples and 20% as test
examples.
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Algorithm Performanc® Test

As we can see, the loss function of linear regression algorithm with differential privacy is
larger than the loss function of linear regression algorithm on both datasets. And the loss
function of linear regression algorithm with differential privacy reduces with the increase of
privacy budget.
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