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Abstract. Magnetic Resonance Imaging (MRI) plays an important role
in multi-modal brain tumor segmentation. However, missing modality is
very common in clinical diagnosis, which will lead to severe segmentation
performance degradation. In this paper, we propose a simple adaptive
multi-modal fusion network for brain tumor segmentation, which has two
stages of feature fusion, including a simple average fusion and an adap-
tive fusion based on an attention mechanism. Both fusion techniques are
capable to handle the missing modality situation and contribute to the
improvement of segmentation results, especially the adaptive one. We
evaluate our method on the BraTS2020 dataset, achieving the state-of-
the-art performance for the incomplete multi-modal brain tumor seg-
mentation, compared to four recent methods. Our A2FSeg (Average and
Adaptive Fusion Segmentation network) is simple yet effective and has
the capability of handling any number of image modalities for incom-
plete multi-modal segmentation. Our source code is online and available
at https://github.com/Zirui0623/A2FSeg.git.

Keywords: Modality-adaptive fusion · Missing modality · Brain tumor
segmentation · Incomplete multi-modal segmentation.

1 Introduction

Extracting brain tumors from medical image scans plays an important role in
further analysis and clinical diagnosis. Typically, a brain tumor includes peritu-
moral edema, enhancing tumor, and non-enhancing tumor core. Since different
modalities present different clarity of brain tumor components, we often use
multi-modal image scans, such as T1, T1c, T2, and Flair, in the task of brain
tumor segmentation [12]. Works have been done to handle brain tumor segmen-
tation using image scans collected from all four modalities [11,15]. However, in
practice, we face the challenge of collecting all modalities at the same time, with
often one or more missing. Therefore, in this paper, we consider the problem of
segmenting brain tumors with missing image modalities.

Current image segmentation methods for handling missing modalities can be
divided into three categories, including: 1) brute-force methods: designing in-
dividual segmentation networks for each possible modality combination [18], 2)
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Fig. 1. Overview of our proposed adaptive multi-modal fusion network (A2FSeg, short
for Average and Adaptive Fusion Segmentation network). The dashed lines indicate the
possibility of missing some modalities. If so, both the average fusion module and the
adaptive fusion module will ignore the missing ones. The final tumor mask is predicted
based on feature maps after the adaptive fusion, indicated by the solid red arrows.
(Best viewed in color)

completion methods: synthesizing the missing modalities to complete all modal-
ities required for conventional image segmentation methods [16], and 3) fusion-
based methods: mapping images from different modalities into the same fea-
ture space for fusion and then segmenting brain tumors based on the fused fea-
tures [10]. Methods in the first category have good segmentation performance;
however, they are resource intensive and often require more training time. The
performance of methods in the second category is limited by the synthesis quality
of the missing modality. The third category often has one single network to take
care of different scenarios of missing modalities, which is the most commonly
used one in practice.

To handle various numbers of modal inputs, HeMIS [5] projects the image
features of different modalities into the same feature space, by computing the
mean and variance of the feature maps extracted from different modalities as the
fused features. To improve the representation of feature fusion, HVED [3] treats
the input of each modality as a Gaussian distribution, and fuses feature maps
from different modalities through a Gaussian mixture model. RobustSeg [1], on
the other hand, decomposes the modality features into modality-invariant con-
tent code and modality-specific appearance code, for more accurate fusion and
segmentation. Considering the different clarity of brain tumor regions observed in
different modalities, RFNet [2] introduces an attention mechanism to model the
relations of modalities and tumor regions adaptively. Based on graph structure
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and attention mechanism, MFI [21] is proposed to learn adaptive complementary
information between modalities in different missing situations.

Due to the complexity of current models, we tend to develop a simple model,
which adopts a simple average fusion and attention mechanism. These two tech-
niques are demonstrated to be effective in handling missing modalities and multi-
modal fusion [17]. Inspired by MAML [20], we propose a model called A2FSeg
(Average and Adaptive Fusion Segmentation network, see Fig. 1), which has two
fusion steps, i.e., an average fusion and an attention-based adaptive fusion, to in-
tegrate features from different modalities for segmentation. Although our fusion
idea is quite simple, A2FSeg achieves state-of-the-art (SOTA) performance in the
incomplete multimodal brain tumor image segmentation task on the BraTS2020
dataset. Our contributions in this paper are summarized below:
– We propose a simple multi-modal fusion network, A2FSeg, for brain tumor

segmentation, which is general and can be extended to any number of modal-
ities for incomplete image segmentation.

– We conduct experiments on the BraTS 2020 dataset and achieve the SOTA
segmentation performance, having a mean Dice core of 89.79% for the whole
tumor, 82.72% for the tumor core, and 66.71% for the enhancing tumor.

2 Method

Figure 1 presents the network architecture of our A2FSeg. It consists of four
modality-specific sub-networks to extract features from each modality, an av-
erage fusion module to simply fuse features from available modalities at the
first stage, and an adaptive fusion module based on an attention mechanism to
adaptively fuse those features again at the second stage.
Modality-Specific Feature Extraction (MSFE) Module. Before fusion,
we first extract features for every single modality, using the nnUNet model [7]
as shown in Fig. 1. In particular, this MSFE model takes a 3D image scan
from a specific modality m, i.e., Im ∈ RH×W×D and m ∈ {T1, T2, T1c, Flair},
and outputs the corresponding image features Fm ∈ RC×Hf×Wf×Df . Here, the
number of channels is C = 32; Hf , Wf , and Df are the height, width, and depth
of feature maps Fm, which share the same size as the input image. For every
single modality, each MSFE module is supervised by the image segmentation
mask to fasten its convergence and provide a good feature extraction for fusion
later. All four MSFEs have the same architecture but with different weights.
Average Fusion Module. To aggregate image features from different modal-
ities and handle the possibility of missing one or more modalities, we use the
average of the available features from different modalities as the first fusion re-
sult. That is, we obtain a fused average feature F̄ = 1

Nm

∑Nm

m=1 Fm. Here, Nm is
the number of available modalities. For example, as shown in Fig. 1, if only the
first two modalities are available at an iteration, then Nm = 2, and we will take
the average of these two modalities, ignoring those missing ones.
Adaptive Fusion Module. Since each modality contributes differently to the
final tumor segmentation, similar to MAML [20], we adopt the attention mech-
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anism to measure the voxel-level contributions of each modality to the final
segmentation. As shown in Fig. 1, to generate the attention map for a specific
modality m, we take the concatenation of its feature extracted by the MSFE
module Fm and the mean feature after the average fusion F̄, which is passed
through a convolutional layer to generate the initial attention weights:

Wm = σ
(
Fm

([
F̄;Fm

]
; θm

))
, m ∈ {T1, T1c, T2, Flair}. (1)

Here, Fm is a convolutional layer for this specific modality m, and θm represents
the parameters of this layer, and σ is a Sigmoid function. That is, we have an
individual convolution layer Fm for each modality to generate different weights.

Due to the possibility of missing modalities, we will have different numbers
of feature maps for fusion. To address this issue, we normalize the different
attention weights by using a Softmax function:

Ŵm =
exp (Wm)∑Nm

m exp (Wm)
. (2)

That is, we only consider feature maps from those available modalities but nor-
malize their contribution to the final fusion result, so that, the fused one has a
consistent value range, no matter how many modalities are missing. Then, we
perform voxel-wise multiplication of the attention weight with the correspond-
ing modal feature maps. As a result, the adaptively fused feature maps F̂ is
calculated by the weighted sum of each modal feature:

F̂ =
∑
m

Ŵm ⊗ Fm. (3)

Here, ⊗ indicates the voxel-wise multiplication.
Loss Function. We have multiple segmentation heads, which are distributed in
each module of A2FSeg. For each segmentation head, we use the combination
of the cross-entropy and the soft dice score as the basic loss function, which is
defined as

L(ŷ, y) = LCE(ŷ, y) + LDice(ŷ, y), (4)

where ŷ and y represent the segmentation prediction and the ground truth,
respectively. Based on this basic one, we have the overall loss function defined
as

Ltotal =
∑
m

Lm(ŷm, y) + Lavg(ŷavg, y) + Ladp(ŷadp, y), (5)

where the first term is the basic segmentation loss for each modality m after
feature extraction; the second term is the loss for the segmentation output of
the average fusion module; and the last term is the segmentation loss for the
final output from the adaptive fusion module.
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Table 1. Comparison among recent methods, including HeMIS [5], U-HVED [3], mm-
Former [19], and MFI [21], and ours on BraTS2020 in terms of Dice%. Missing and
available modalities are denoted by # and  , respectively. F indicates Flair, HVED
indicates U-HVED, and Former indicates mmFormer because of space issue.

Modalities Complete Core Enhancing

T1 T1c T2 F Hemis HVED Former MFI Ours Hemis HVED Former MFI Ours Hemis HVED Former MFI Ours

# # #  87.76 86.49 90.08 90.60 91.48 66.56 64.42 71.13 75.59 76.21 44.95 43.32 48.25 51.96 53.80

# #  # 85.53 85.14 87.00 88.38 88.82 65.55 64.87 72.85 75.38 76.40 43.77 43.31 50.18 52.72 54.46

# #   90.51 89.87 91.19 91.65 91.95 70.82 70.55 75.18 77.42 77.83 48.32 47.86 52.51 54.77 56.10

#  # # 72.83 74.31 80.00 80.16 83.11 83.59 83.96 85.29 85.35 86.95 75.54 77.34 76.17 76.91 78.01

#  #  91.29 90.45 91.51 92.36 92.42 86.27 85.78 87.05 88.67 87.96 76.30 76.29 76.99 77.26 78.07

#   # 86.32 86.82 88.79 89.53 89.90 85.61 85.11 87.41 87.83 87.75 75.57 75.68 77.46 76.56 77.85

#    91.82 91.46 91.93 92.38 92.72 86.63 86.06 87.87 88.56 87.96 76.25 75.47 76.15 76.69 76.96

 # # # 75.02 76.64 81.20 79.91 83.67 61.18 62.78 71.36 72.36 75.52 37.55 39.46 46.65 50.40 52.58

 # #  90.29 88.81 91.29 91.45 91.89 71.95 70.18 76.01 78.22 78.07 48.16 46.53 51.20 55.05 54.00

 #  # 86.66 87.13 88.22 88.03 89.40 67.67 70.21 75.00 75.85 77.39 44.86 46.95 51.37 54.39 54.58

 #   90.85 90.34 91.61 91.67 92.23 72.75 73.22 77.05 78.30 78.64 48.48 49.45 52.51 55.44 55.34

  # # 77.42 79.40 82.53 82.50 84.81 84.76 84.94 86.03 86.52 87.40 75.43 76.56 76.84 76.76 77.80

  #  91.65 90.97 91.95 92.24 92.29 86.79 86.61 87.44 88.84 87.75 76.44 75.79 76.91 77.06 76.75

   # 86.75 87.72 89.19 88.81 89.49 86.11 85.36 87.30 87.22 87.16 75.16 75.62 76.37 76.52 77.69

    92.00 91.62 92.26 92.33 92.71 87.67 86.46 88.13 88.60 87.74 75.39 75.66 76.08 76.66 76.70

Means 86.45 86.48 88.58 88.80 89.79 77.59 77.37 81.01 82.31 82.72 61.48 61.69 64.38 65.94 66.71

3 Experiments

3.1 Dataset

Our experiments are conducted on BraTS2020, which contains 369 multi-contrast
MRI scans with four modalities: T1, T1c, T2, and Flair. These images went
through a sequence of preprocessing steps, including co-registration to the same
anatomical template, resampling to the same resolution (1mm3), and skull-
stripping. The segmentation masks have three labels, including the whole tumor
(abbreviated as Complete), tumor core (abbreviated as Core), and enhancing
tumor (abbreviated as Enhancing). These annotations are manually provided
by one to four radiologists according to the same annotation protocol.

3.2 Experimental Settings and Implementation Details

We implement our model with PyTorch [13] and perform experiments on an
Nvidia RTX3090 GPU. We use the Adam optimizer [8], with an initial learning
rate of 0.01. Since we use the method of exponential decay of learning rate, the
initial learning rate is then multiplied by (1 − #epoch

#max_epoch )
0.9. Due to the limi-

tation of GPU memory, each volume is randomly cropped into multiple patches
with the size of 128 × 128 × 128 for training. The network is trained for 400
epochs. In the inference stage, we use a sliding window to produce the final
segmentation prediction of the input image.



6 Wang and Hong

FLAIR Image Ground Truth FLAIR+T1c+T1+T2 FLAIR+T1c+T2 FLAIR+T1c                             FLAIR

Fig. 2. Visualization of our A2FSeg results using a different number of modalities for
brain tumor segmentation. Red: peritumoral edema; Blue: enhancing tumor; Green:
the necrotic and non-enhancing tumor core.

3.3 Experimental Results and Comparison to Baseline Methods

To evaluate the performance of our model, we compare it with four recent models,
HeMIS [5], U-HVED [3], mmFormer [19], and MFI [21]. The dataset is randomly
split into 70% for training, 10% for validation, and 20% for testing, and all meth-
ods are evaluated on the same dataset and data splitting. We use the Dice score
as the metric. As shown in Table 1, our method achieves the best result. For
example, our method outperforms the current SOTA method MFI [21] in most
missing-modality cases, including all cases for the whole/complete tumor, 8 out
of 15 cases for the tumor core, 12 out of 15 cases for the enhancing tumor. Com-
pared to MFI, for the whole tumor, tumor core, and enhancing tumor regions,
we improve the average Dice scores by 0.99%, 0.41%, and 0.77%, respectively.
Although the design of our model is quite simple, these results demonstrate its
effectiveness for the incomplete multimodel segmentation task of brain tumors.

Figure 2 visualizes the segmentation results of samples from the BraTS2020
dataset. With only one Flair image available, the segmentation results of the tu-
mor core and enhancing tumor are poor, because little information on these two
regions is observed in the Flair image. With an additional T1c image, the segmen-
tation results of these two regions are significantly improved and quite close to
the ground truth. Although adding T1 and T2 images does not greatly improve
the segmentation of the tumor core and the enhancing tumor, the boundary of
the whole tumor is refined with their help.

Figure 3 visualizes the contribution to each tumor region from each modality.
The numbers are the mean values of the attention maps computed for images
in the test set. Overall, in our model, each modality has its contribution to
the final segmentation, and no one dominates the result. This is because we
have supervision on the segmentation branch of each modality, so that, each
modality has the ability to segment each region to some extent. However, we
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Fig. 3. Summary of the contribution of each modality to each tumor region from
the estimated attention maps. ET: enhancing tumor, ED: the peritumoral edema,
NCR/NET: non-enhancing tumor and necrosis.

Table 2. Ablation study of the adaptive fusion model in our method.

Methods Complete Core Enhancing Average

MFI 88.80 82.31 65.94 79.02

Baseline (Average fusion module only) 89.29 82.00 66.00 79.10

+Adaptive fusion module 89.79 82.72 66.71 79.74

still observe that Flair and T2 modalities have relatively larger contributions
to the segmentation of all tumor regions, followed by T1c and then T1. This is
probably because the whole tumor area is much clear in Flair and T2 compared to
the other two modalities. Each modality shows its preference when segmenting
different regions. Flair and T2 are more useful for extracting the peritumoral
edema (ED) than the enhancing tumor (ET) and the non-enhancing tumor and
necrosis (NCR/NET); while T1c and T1 are on the opposite and more helpful
for extracting ET and NCR/NET.

3.4 Ablation Study

In this part, we investigate the effectiveness of the average fusion module and the
adaptive fusion module, which are two important components of our method.
Firstly, we set a baseline model without any modal interaction, that is, with
the average fusion module only. Then, we add the adaptive fusion module to
the baseline model. Table 2 reports this ablation study. With only adding the
average fusion module, our method already obtains comparable performance
with the current SOTA method MFI. By adding the adaptive fusion module,
the dice scores of the three regions further increase by 0.50%, 0.72%, and 0.71%,
respectively. This shows that both the average fusion module and the adaptive
fusion module are effective in this brain tumor segmentation task.
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4 Discussion and Conclusion

In this paper, we propose an average and adaptive fusion segmentation net-
work (A2FSeg) for the incomplete multi-model brain tumor segmentation task.
The essential components of our A2FSeg network are the two stages of feature
fusion, including an average fusion and an adaptive fusion. Compare to exist-
ing complicated models, our model is much simpler and more effective, which
is demonstrated by the best performance on the BraTS 2020 brain tumor seg-
mentation task. The experimental results demonstrate the effectiveness of two
techniques, i.e., the average fusion and the attention-based adaptive one, for
incomplete modal segmentation tasks.

Our study brings up the question of whether having complicated models is
necessary. If there is no huge gap between different modalities, like in our case
where all four modalities are images, the image feature maps are similar and a
simple fusion like ours can work. Otherwise, we perhaps need an adaptor or an
alignment strategy to fuse different types of features, such as images and audio.

Also, we observe that a good feature extractor is essential for improving the
segmentation results. In this paper, we only explore a reduced UNet for feature
extraction. In future work, we will explore other feature extractors, such as Vi-
sion Transformer (ViT) or other pre-trained visual foundation models [4,6,14].
Recently, the segment anything model (SAM) [9] demonstrates its general abil-
ity to extract different regions of interest, which is promising to be adopted as
a good starting point for brain tumor segmentation. Besides, our model is gen-
eral for multi-modal segmentation and we will apply it to other multi-model
segmentation tasks to evaluate its generalization on other applications.
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