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As software is widely used in daily life, bugs can introduce catastrophic consequences. Researchers have
conducted empirical studies to delve into bug characteristics, exploring topics such as buggy locations,
symptoms, causes, and repair patterns. To attract users, many applications have implementations in different
languages. If an implementation has a bug, other implementations can have similar bugs. In this paper, we
term cross-language clone bugs as “mirror bugs”. Understanding mirror bugs is crucial, as they offer insights
into broader bug patterns. Still, no prior study has explored mirror bugs, leaving several research questions
unanswered. For example, can bug fixes in one language help detect and repair bugs in other languages? Is a
bug’s patch useful for addressing its mirror bugs?

To address these questions, we conducted the first empirical study analyzing mirror bugs. Our investigation
focused on 638 bugs from four projects, implemented in both Java and C#. Our study presents answers to four
interesting research questions. For example, some programmers actively fix mirror bugs even without tool
support. Consequently, there is a timely need for tools that assist in detecting mirror bugs. Following this
insight, we manually identified and fixed 9 new mirror bugs, with 5 already accepted by programmers.
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1 INTRODUCTION
Software bugs have caused catastrophic consequences and huge monetary losses [93]. For example,
as reported by Wong et al. [94], the bugs in the ERP system of Hewlett-Packard caused a $160
million loss, and the bugs in the purchasing system of Ford Motor Co. caused a $400 million loss. To
understand the characteristics of software bugs, researchers [68, 80, 103] have conducted various
empirical studies, and most of these studies analyze bugs whose source files are implemented in a
single programming language. These studies analyze bugs in different types of applications from
different perspectives. In particular, some studies [68, 80, 97, 103] report that many bugs appear in
clones. Following this insight, researchers [64, 109] have proposed approaches to detect bugs in
similar code fragments.

To attract more users, many projects are implemented in multiple programming languages. For
instance, Similarweb [35] is a company that specializes in analyzing app markets. Its customers
include LinkedIn [36] and other widely-used applications. According to its report [37], 100% of
American mobile applications have both iOS and Android implementations, and the percentage of
global mobile applications is 37%. Even if a project is implemented in a single language, outsiders can
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re-implement the project in other languages. For example, LocationTech implements, Java Topology
Suite (JTS) [17], a library that provides geometric functions. Meanwhile, outsiders implement, Net
Topology Suite [18], a C# correspondence of JTS. Many projects are initially implemented in a
language, and are ported to other languages [19, 20]. As a result, these projects can have many
similar code fragments in different languages [56, 69, 91]. Like bugs in clones, the similar code
fragments in different languages can have similar bugs. In this paper, we call such bugs mirror bugs
for short. A study on mirror bugs can motivate the research on corresponding detection techniques.
Compared with bugs in clones of the same programming language, language features provide

intriguing elements for the studies of mirror bugs. For example, memory leaks are less found
in Java code than in C code, since Java provides the garbage collection mechanism to manage
memory resources. As another example, two programming languages can provide APIs with subtle
differences [107]. The differences can cause mirror bugs that will not appear in clone bugs. To
deepen the understanding of bugs, in our ICSE 2024 poster paper [55], we conduct the first empirical
study on mirror bugs. In this paper, we report the distribution of mirror bugs in real projects, and
introduce our work plans, e.g., analyzing why some bugs have no mirror bugs. We have completed
the planned study, and our study explores the following research questions:

• RQ1. How many mirror bugs are there?
Motivation: The answers are useful for increasing the awareness of mirror bugs.
Answer: Finding 1 shows that in total, we already found 15.0% of bugs in both Java and C#
implementations. As the implementations in two languages have many differences during
their independent evolution, the percentage cannot be ignored, and can motivate many
research topics on mirror bugs.

• RQ2. How many mirror bugs are fixed?
Motivation: The answers are useful for understanding the repairs of mirror bugs.
Answer: Finding 2 shows that 65.6% of our mirror bugs are fixed. In particular, among the
63 fixed bugs, 48 (76.2%) bugs were identified by their programmers. Among the 33 unfixed
bugs, Finding 3 shows that we have produced the symptoms of 27 (81.8%) bugs. Finding 4
shows that detecting mirror bugs is beneficial when the other sides have many bug reports.

• RQ3. Why do some bugs have no mirror bugs?
Motivation: The answers are useful for understanding the differences between projects.
Answer: For bugs that are not cross-languages, Finding 5 shows that 71.0% of them have
no corresponding buggy locations in other implementations. Finding 6 shows that the other
causes include language-specific problems (20.3%) and other minor factors (8.7%).

Our study enriches the common knowledge with surprising findings. For example, some re-
searchers believe that mirror bugs are few. As they expected, in Lucene and Hibernate, mirror bugs
are around 10% of the sampled bugs. However, to their surprise, we find around 60% sampled bugs
from JTS are mirror bugs. Indeed, programmers from NTS even actively learn the fixed bugs of JTS.
If programmers and researchers pay more attention to mirror bugs like NTS programmers, they
can detect more mirror bugs. In contrast, we find no mirror bugs from Log4j2, since Log4net is still
equivalent to the old version, Log4j. We discuss the significance of our findings in Section 5.

Our study is not limited to only suggestions, but are actionable in real development. For example,
a major interpretation of our findings is that it is feasible to detect new mirror bugs by learning
known bugs. To explore whether this vision works in real development, in Section 6, we try to
fulfill this vision on our dataset by answering the following two research questions:

• RQ4. Can we repair new mirror bugs by manually learning known bugs?
Motivation: The answers are useful for understanding the potential of repairing new mirror
bugs.
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When assembling an object with one-to-one relationships, a second 
level cache miss occurs while trying to assemble the related object. 
The OneToOneType has the following code: ... Hibernate ORM has 
this same issue, so coordinating a fix in both would benefit all.

(b) NHibernate#2552 [5]

1 public Object assemble (...) ... {
2 − return resolve ( session . getContextEntityIdentifier (owner), session ,owner);
3 + Serializable id = ( Serializable ) getIdentifierType ( session ) . assemble(oid , session , null ) ;
4 + if ( id == null ) {return null ;}
5 + return resolveIdentifier ( id , session ) ;
6 }...

(c) The patch for HHH-14216 [6]

1 public override object Assemble (...) {
2 − return ResolveIdentifier ( session . GetContextEntityIdentifier (owner), session , owner);
3 + object id = GetIdentifierType ( session ) .Assemble(cached, session , null ) ;
4 + if ( id == null ) {return null ;}
5 + return ResolveIdentifier ( id , session ) ;
6 }...

(d) The patch for NHibernate#2552 [7]

Fig. 1. An example mirror bug.

Answer:We manually identify and repair new bugs from our already analyzed bugs. In total,
we have fixed 9 new mirror bugs according to how their corresponding bugs in the other
language are fixed. Among them, 5 patches are accepted by their programmers. The results
confirm that it is feasible to detect previously unknown mirror bugs, and the knowledge of
repairing a bug is useful to repair its mirror bugs.

• RQ5: What are the challenges if researchers automate the process?
Motivation: The answers are useful for understanding the potential and challenges of
automatically repairing mirror bugs.
Answer: We conduct a pilot study on 9 mirror bugs with bug reports on both sides. We find
that template-based approaches have the potential of repairing 5 mirror bugs if templates are
carefully modified. The remaining 4 bugs could not be fixed by template-based approaches,
but mirror bugs provide useful hints to implement their new patches.

In summary, this paper makes the following contributions:
• An extended empirical study for mirror bugs.We conducted the first empirical study on
mirror bugs [55] and extend this study with extra research questions and detailed analysis. For
instance, we construct the first classification framework for mirror bugs in this manuscript.

• A dataset for mirror bugs. We present the first publicly accessible dataset of mirror bugs,
which comprises 638 bugs from four real-world projects implemented in both Java and C#.

• Manually fixed mirror bugs.We make the first attempt to detect and repair new mirror
bugs by learning from known bugs. To date, we have identified 9 new mirror bugs and
successfully repaired all of them, 5 of which have been confirmed by developers.

• Lessons for automated program repair.We conduct a pilot study to explore the feasibility
and challenges of repairing mirror bugs automatically. We find that templates can repair 5
mirror bugs. Repairing the remaining 4 bugs needs more complicated techniques, but mirror
bugs provide hints for repairing these bugs.
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2 EXAMPLE
To illustrate our target problem, this section introduces a sample mirror bug from Hibernate.
Hibernate has both a Java implementation and a C# implementation, i.e., Hibernate [21] and
NHibernate [20]. It is a framework for programmers to simplify the interactions with databases, and
it allows them to define the mapping relations between classes and database tables. For example,
the below XML file defines a one-to-one mapping between Person and Address:
1 <class name="Person">
2 <id name="Id" generator=" identity " />
3 <one−to−one name="Address"/>
4 </class>

After the above mapping is defined, when a Person object is created, a corresponding Address

object is created. To reduce the effort of copying data from the database, Hibernate implements a
cache. If an object is fetched multiple times, Hibernate checks the cache to reduce the response time.
Figure 1a shows a bug report of Hibernate. When a mapping is one-to-one, Hibernate does not
check the cache to reduce the response time. As shown in Figure 1b, NHibernate has an identical bug.
A programmer mentions that a workaround is to define the mapping as a many-to-one relation:
1 <class name="Person">
2 <id name="Id" generator=" identity " />
3 <many−to−one name="Address" column="Id" ... />
4 </class>

When mappings are one-to-one, the buggy versions of Hibernate and NHibernate do not check
whether an object is in the cache. We inspected the patches for both the Hibernate and NHibernate

bugs, and found some overlapped changes. For example, the changes in Figure 1c and Figure 1d are
overlapped. The assemble and Assemble methods are called when one-to-one objects are created. In
both patches, Line 2 does not check the cache, but the added lines fetch an object from the cache, if
it is already created.
Many projects have implementations in different languages. As shown in our example, a bug

in an implementation can be reproduced in the implementations in other languages. In our study,
RQ1 explores the overall distributions. The bug in Figure 1 appears in both the Java and the C#
implementations. We call such bugs two-sided bugs (an alternative term for mirror bugs). For
two-side bugs, RQ2 explores how many such bugs are already fixed. The bug in Figure 1 is fixed on
both sides. For unfixed two-side bugs, in Section 6.1, we build their patches according to their fixing
commits, and report our new bugs and patches to issue trackers of the other implementations. For
fixed two-side bugs, we conduct a pilot study to explore the potential and challenges of repairing
them automatically in Section 6.2. If a bug appears in only the Java or the C# implementation, we
call them one-side bugs. RQ3 explores why a bug from an implementation does not appear in the
implementation of the other language.

3 METHODOLOGY
This section introduces our dataset (Section 3.1), and our analysis protocols (Section 3.2).

3.1 Dataset
In this study, we use the following criteria to select subject projects. First, the project must be
implemented in Java and C#. We select this language pair, since the two languages are similar.
Although mirror bugs exist in other programming language pairs, analyzing source files across two
languages requires much more programming expertise. We leave the exploration of other language
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Table 1. Dataset

Project Language Version LOC Developer Star Commit Bug Fixed Open
Total Sample Total Sample

Lucene [22] Java 9.2.0 824,006 263 1,430 36,387 4,197 380 90 511 102
Lucene.NET [19] C# 4.8.0 614,285 46 1,934 6,693 445 31 24 16 11
Hibernate [21] Java 6.1 979,596 444 5,240 15,187 9,187 873 90 146 45
NHibernate [20] C# 5.3.12 577,391 171 2,041 8,656 2,424 37 33 100 24
JTS [17] Java 1.19.0 114,370 42 1,515 1,293 97 58 48 41 17
NTS [18] C# 2.5 115,948 25 1,130 2,176 60 23 19 5 3
Log4j2 [23] Java 2.18 175,183 142 1,990 12,462 1,834 367 90 368 30
Log4net [8] C# 2.0.14 28,946 13 700 1,203 412 18 8 73 4

Total 3,429,725 1,146 15,980 84,057 18,656 1,787 402 1,260 236

One-sided
bugs

One-sided
bugs

Yes

No

1. Search similar
symptoms in 

Yes

No
3. Reproduce in 

Yes

No2. Search equivalent
implentation in 

Two-sided
bugs
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bugs

Test case

Pull request

Bug report

Input
RQ1. Overall
Distribution

RQ2. Fixed or
Unfixed

RQ3. One-
sided Bug

Repairing
Mirror Bugs

Manual Analysis RQs

Fig. 2. The classification framework.

pairs to future work. Second, the project must have an issue-tracking system (e.g., JIRA [24])
and a code repository. With the two systems, it is feasible to learn the details of bugs and their
fixes. Finally, the project must have more than 300 issue reports, so we can collect sufficient
bug reports for analysis. Following the three criteria, we select 4 projects, since they are well-
known and widely used. Table 1 shows our selected projects. Lucene [22] and Lucene.NET [19]
are text search engines. Hibernate [21] and NHibernate [20] are object and relational mapping
frameworks that help programmers interact with databases. JTS [17] and NTS [18] are libraries for
creating and manipulating vector geometry, and they are popularly used in geographic information
systems. Log4j2 [23] and Log4net [8] are logging frameworks that help record application behaviors.
We selected the four projects from Github, since their C# implementations are all ported from
Java implementations. For example, the website of NHibernate explains that it starts as a port of
Hibernate. As a result, it is easier to locate their mirror bugs. In Column "Project", each row denotes
an implementation in either Java or C#. Column “Language” lists the programming languages of
implementations. Typically, projects in different languages have separate websites. For example,
Lucene [22] and Lucene.NET [19] have two different websites. As our study involves much manual
inspection effort, we cannot afford the effort of analyzing too many issue reports. Although there are
many other cross-language projects, from the four projects, our collected subjects are competitive
with those of prior empirical studies (e.g., [98]).

Column “Version” lists the latest versions. Except Lucene.NET and Lucene, all projects have close
versions of Java and C# implementations. Besides, all projects except JTS and NTS support priority
flags for their bug reports. Column “LOC” lists the lines of code. Lucene and Hibernate are large
projects. In total, the four projects have more than three million lines of code. Column “Developer”
lists the number of developers. All the Java implementations have more developers than their C#
correspondences. In Column “Star”, the numbers show the number of stars on Github. Although
the version Lucene.NET is much older than Lucene, it has more stars. In all the other projects, the
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Java implementations have more stars than their C# implementations. Column “Commit” lists
the number of commits. We notice that a higher version has more commits. Except for JTS and
NTS, the Java implementations are more actively maintained than their C# implementations. For
example, when we conducted this study, the current versions of Lucene.NET and Lucene were 4.8.0
and 9.2.0, respectively. Although Lucene.NET is similar to Lucene 4.8.0, it becomes quite different
from Lucene 9.2.0. As we deliberately select projects with diverse backgrounds, the four selected
projects show different patterns in the above aspects.

Column “Bug” lists the number of all bug reports. For all the other projects, the Java implemen-
tations have much more bug reports than their C# implementations do. As JTS and NTS are niche
libraries, both projects have fewer than 100 bug reports. In our study, we select both fixed and open
bugs. We use two criteria to select fixed bugs: (1) bug reports must be created after 2017, and (2) bug
reports must be blocker, critical, and major ones. The second criterion does not apply to JTS and
NTS since they do not have priorities. Column “Fixed” lists the number of our selected fixed bugs.
Besides the above two criteria, we use two other criteria to select open bugs: (1) bug reports must
include test cases or pull requests, and (2) bug reports must be confirmed and not workarounds.
Column “Open” lists the number of our selected open bugs. Subcolumn “Total” presents the total
selected open bug reports. Subcolumn “Sample” presents the number of open bug reports selected
for analysis. In total, we analyzed 236 samples.
Column “Fixed” lists the number of our selected fixed bugs. In total, as shown in subcolumn

“Total”, we have 1,787 candidate fixed bug reports. From these candidates, we select bug reports
in the following order. The bug reports of JTS and NTS have no priorities. For the two projects,
we select bug reports from the latest ones. For the other three projects, we select bug reports in
order of their priorities. For each implementation, we terminate the selection, if all candidates are
inspected or 90 bug reports are selected. Subcolumn “Sample” lists the number of our final selected
fixed bug reports. In total, we have analyzed 402 samples.
Due to the heavy manual effort, it is infeasible to manually inspect so many bug reports. Re-

searchers typically analyze fewer bug reports in their empirical studies. For example, Xuan et
al. [98] analyze 300 bugs in their empirical study. Furthermore, in their studies, researchers do not
align and analyze bugs in different languages. Although our analysis is more difficult, we already
analyzed more bugs.

3.2 Analysis Overview
Figure 2 shows our classification framework. The input for classification comprises a bug report.
The bug report can have a pull request or a test case. First, we search for bug reports with similar
symptoms in the other-side projects. If no such reports are found, we then examine the available
pull requests to identify equivalent implementations. If we have test cases, we translate these
test cases and attempt to reproduce the symptoms to determine whether the bug is two-sided or
one-sided. As introduced in Section 1, our study has three research questions. RQ1 explores the
overall distributions. In this RQ, we classify bugs into two-sided and one-sided bugs. Two-sided bugs
appear in both the Java and the C# implementations, but one-sided bugs appear in only the Java or
the C# implementation. For two-sided bugs, RQ2 explores how many of them are already fixed. If
they are unfixed, in Section 6.1, we try to write their patches according to their fixing commits.
After that, we report our new bugs and pull requests to collect feedback from programmers. In
addition, we explore the challenges of automating the repairing process in Section 6.2. For one-sided
bugs, RQ3 explores why it is infeasible to trigger their symptoms in other languages.

Our manual inspection includes reading the introductions and manuals of the projects; inspecting
bug reports to understand the symptoms; and inspecting patches to understand the causes. Our
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1 //WKTReader.java
2 private Polygon readPolygonText(StreamTokenizer tokenizer ,
3 EnumSet<Ordinate> ordinateFlags ) { ...
4 if (nextToken.equals (WKTConstants.EMPTY)) {
5 − return geometryFactory.createPolygon () ;
6 + return geometryFactory.createPolygon(createCoordinateSequenceEmpty (...) ) ;
7 }... } ...

(a) The patch of JTS#827

Fix WKTReader to produce correct XY coordinate dimension for POLYGON EMPTY  
JTS' commit locationtech/jts@7c89c9b
FObermaier committed on 18 Jan 

(b) A NTS commit[10] that mentions the JTS patch

1 //WKTReader.cs
2 private Polygon ReadPolygonText(TokenStream tokens,
3 GeometryFactory factory , Ordinates ordinateFlags ) { ...
4 if (nextToken.Equals(WKTConstants.EMPTY)) {
5 − return factory .CreatePolygon() ;
6 + return factory .CreatePolygon(CreateCoordinateSequenceEmpty(...) )
7 }...}...

(c) The modifications of the NTS commit[10]

Fig. 3. A two-sided bug

classification results can be affected by human bias. To reduce the bias, the two authors indepen-
dently classified the bugs according to the same protocols. We then apply Krippendorff’s 𝛼 test [70]
to measure the inconsistency of our classification results. Krippendorff’s 𝛼 value is between zero
and one, where zero denotes a random chance and one denotes a perfect agreement. Initially, the
value for our classification is 0.9102, which indicates statistical confidence. To get the final results,
we discuss the inconsistent classifications and attempt to achieve perfect agreement. If inconsistent
results still exist, another author makes the final decision based on their discussions.

4 EMPIRICAL RESULT
This section introduces our empirical results. More details of our study are on our website: https:
//anonymous.4open.science/r/cross-language-DD47

4.1 RQ1. Overall Distribution
4.1.1 Protocol. To answer this research question, we classify bugs into one-sided bugs and two-
sided bugs. For each bug report within one of the paired projects, 𝑝𝑙 , we search the corresponding
bug reports in the other project, 𝑝𝑙 ′ , to identify a report with similar symptoms. This search is
facilitated by reading and comparing the symptoms detailed in the two bug reports to determine
their similarity. For example, after reading the bug report in Figure 1a, we determine that this bug
is related to one-to-one mappings. We then search the bug reports of NHibernate with the keyword,
“one-to-one”. From the retrieved bug reports, we identify the bug report in Figure 1b. The two bug
reports describe a similar symptom in fetching second-level caches. If we can find such a report,
we examine the fixing commits to verify if they resolve the similar bug, thereby confirming the
bug as two-sided.
If we cannot find a bug report with similar symptoms, we locate its buggy files in 𝑝𝑙 according

to its fixing commit. Subsequently, we search for equivalent source files in the latest version of
𝑝𝑙 ′ by identifying files with similar names. As ported implementations have many similar code
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1 //TermsEnum.java
2 public abstract class TermsEnum implements BytesRefIterator { ...
3 public static final TermsEnum EMPTY =
4 − new BaseTermsEnum() {
5 + new TermsEnum() {
6 + private AttributeSource atts = null ;
7 ...} }
8 //BaseTermsEnum.java
9 public abstract class BaseTermsEnum extends TermsEnum {...}

(a) fixing patch for LUCENE-9661

1 //TermsEnum.cs
2 public abstract class TermsEnum : IBytesRefEnumerator{ ...
3 public static readonly TermsEnum EMPTY = new TermsEnumAnonymousClass();
4 private class TermsEnumAnonymousClass:TermsEnum
5 {...} ...}

(b) unchanged counterpart in Lucene.NET

Fig. 4. A one-sided bug

fragments, it is straightforward to locate many equivalent source files. For example, the source
files in Figure 1c are quite similar with the code lines in Figure 1d. If we can reproduce a similar
symptom on the equivalent source files of 𝑝𝑙 ′ , we classify this bug report as a two-sided bug. If a
bug is simple, it is straightforward to reproduce its symptom. If it is complicated, programmers
often implement test cases to verify whether their patches work as expected. We translate these
test cases to the other language to check whether similar symptoms can be triggered. If equivalent
source files do not exist, we identify it as a one-sided bug.

For open bug reports, if a bug report is open and its pull request is accepted or merged in the latest
version, we follow the above procedure to determine whether it is a two-sided bug or one-sided
bug. In instances where a pull request is unavailable, we attempt to reproduce the bug symptoms in
𝑝𝑙 using the provided test case. Subsequently, we translate these test cases into another language
to ascertain whether similar symptoms can be triggered in 𝑝𝑙 ′ . If both versions exhibit similar
bugs, we classify the bug report as a two-sided bug; conversely, if we cannot reproduce the similar
symptoms in 𝑝𝑙 ′ , we categorize it as a one-sided bug.

4.1.2 Result. We classify the bugs into two categories:
T1 Two-sided bugs (96/638, 15.0%). The bugs in this category appear in both Java and C#

implementations. In particular, mirror bugs account for 14.7% of fixed bug reports (59/402) and
15.7% of open bug reports (18/236). The ratio of open bug reports is slightly higher than that of fixed
bug reports. As for programming languages, the ratio of Java implementation is 18.8% (96/512),
and the ratio of C# implementations is 76.2% (96/126). Programmers can actively locate and fix
mirror bugs. For instance, JTS [17] is a Java library for creating and manipulating vector geometry.
A bug report of JTS [25] complains that empty Polygon objects are created as 3-dimensional data,
but they shall be two-dimensional data. Figure 3a shows its patch. The buggy code at Line 5 calls
createPolygon without any arguments, and it sets the dimension to 3. To fix the bug, Line 6 passes
an argument to createPolygon, and Polygon objects are created with the correct dimension. NTS is
the C# implementation of JTS. As shown in Figure 3b, NTS programmers can read this bug, and
modify their code accordingly. Figure 3c shows the modifications on NTS, and they are quite similar
to the modifications on JTS as shown in Figure 3a.

T2 One-sided bugs (542/638, 85.0%).We determine that a bug report is one-sided, if we cannot
reproduce its symptoms on the corresponding implementation using the other language. For
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Fig. 5. The distribution of one-sided and two-sided bugs.

example, Lucene-9661 [11] reports a random hang. As shown in Figure 4a, Line 4 of the TermsEnum

class creates an instance of BaseTermsEnum. To create the instance of BaseTermsEnum, it needs to
call TermsEnum, since as shown in Line 9 BaseTermsEnum is a subclass of TermsEnum. This process
constructs a class initialization cycle. As Java Virtual Machine has a unique initialization lock [34],
when it loads TermsEnum and BaseTermsEnum at two different threads simultaneously, a thread (𝑡𝑎) can
hold the lock for TermsEnum and another thread (𝑡𝑏 ) can hold the lock for BaseTermsEnum. When this
happens, it causes a deadlock. As shown in Figure 4a, to fix the bug, Line 5 replaces BaseTermsEnum
with TermsEnum. Lucene.NET does not implement the corresponding class of BaseTermsEnum. As
shown in Figure 4b, EMPTY is simply initialized by a private class TermsEnumAnonymousClass. Due to
the different implementations, Lucene-9661 does not appear in Lucene.NET. The above observations
lead to a finding:

Finding 1. In total, 15.0% of sampled bugs appear in both the Java and C# implementations.
C# implementations have a higher ratio of mirror bugs than Java implementations.

Figure 5 shows the distribution of different projects. The orange bars denote two-sided bugs; the
yellow bars denote bugs that appear on only Java implementations; and the grey bars denote bugs
that appear on only C# implementations. When Log4j upgrades from 1.x to 2.x, most source files
are rewritten. The implementation of Log4net is similar to Log4j 1.x, and Log4j2 becomes quite
different from Log4net. As we select recent bugs, the bugs from Log4net are similar to Log4j 1.x,
but we find no two-sided bugs between Log4j2 and Log4net. In contrast, JTS and NTS have more
two-sided bugs. In RQ2, we find that the programmers of NTS actively read and fix bugs that are
reported to JTS. For example, as shown in Figure 3b, the message of the nts@60eed6b [10] commit in
NTS has a link to the jts@7c89c9b commit in JTS. Please refer to Section 4.2 for a detailed analysis.
In summary, 15.0% of bugs are two-sided. Considering the two implementations may become

quite different during their evolution, the percentage is attractive enough for further investigation.
Also, there can be some opportunities in researching mirror bugs, since more mirror bugs can be
fixed when programmers (e.g., JTS) pay attention to such bugs.

4.2 RQ2. Fixed or Unfixed
4.2.1 Protocol. In this section, we analyze how many two-sided bugs were fixed. For some bug
reports in 𝑝𝑙 , we find their corresponding bug fixes of 𝑝𝑙 ′ , and classify these bug reports into T1.1.
Based on whether their bug reports of 𝑝𝑙 ′ are identified, we refine this category into T1.1.1 and
T1.1.2. We put unfixed two-sided bugs into T1.2, explore why they are unfixed, and refine this
category based on the causes.

4.2.2 Result. We identified two types of two-sided bugs:
T1.1 Fixed two-sided bugs (63/96, 65.6%). In this category, a bug is already fixed in the Java

implementation and the C# implementation. We further refine them according to the fixing process
we observe.
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Fig. 6. An example of both-sided bug reports

T1.1.1 Fixed mirror bugs with both bug reports (15/96, 15.6%). In this category, a bug is
reported to both the Java implementation and the C# implementation. The two bug reports are
often similar. For example, as reported by HHH-5210, on the Java side, a timestamp shall be set to
the time when a query result is cached, but it is set to the created time of the current session. In
NHibernate#1730, NHibernate programmers confirm that the identical bug exists on the C# side.
Figure 6 shows the two bug reports. The two reports are created by different developers, but
NHibernate#1730 has a reference to HHH-5210. NHibernate#1730 even copies many sentences from
HHH-5210 to describe the bug.
As the developers of open-source projects often change, even if we can find a bug report, it is

difficult to determine whether the reporter is a user or a developer. As a user is unlikely to use both
the Java and the C# implementations, the bug reports can be filed by developers.
T1.1.2 Fixed mirror bugs with one-side bug reports (48/96, 50.0%). In this subcategory,

a bug is reported to only one side, but programmers still fix the same buggy symptoms in both
the Java and C# implementations. Also, we find evidence indicating they may actively learn the
patches for the same bugs in the other implementation. For example, as shown in Figure 3, after a
programmer fixed JTS#827 [25], another developer fixed the same bug symptom on NTS. We believe
that NTS programmers learn how JTS#827 is fixed, since the message of the NTS fixing commit has a
link to the JTS commit. The above observations lead to a finding:

Finding 2. In total, 63 (65.6%) of our found 96 two-sided bugs are already fixed. Among
them, 15 have bug reports in both Java and C# implementations, but 48 bugs have bug
reports only on one side.

T1.2 Unfixed two-side bugs (33/96, 34.3%). In this category, we can find buggy methods on
both sides. We further refine this category based on whether fixes have been implemented.
T1.2.1 Potential confirmed bugs (10/96, 10.4%). In this subcategory, we can find buggy

methods on both sides, and we find fixes on only one side. We have produced the symptoms of
these bugs in the other implementations, and write their patches. Among these unfixed mirror
bugs, more than half of them are real bugs, but remain unfixed by developers. For example, NTS#567
[12] complains that GeometryFixer changes the dimension of the coordinates when the input is
a polygon. As shown in Figure 9a, the dimension change happens at Line 3, when it sets the
dimension for z. This dimension is invalid when z is not a number. The fixed code checks z before
the assignment. As shown in Figure 9b, the Java counterpart has an identical bug. We further
analyze these bugs in Section 6.1.
T1.2.2 Potential unconfirmed bugs (17/96, 17.7%). In this subcategory, we can find buggy

methods on both sides, but neither side fixes them. We find potential unconfirmed bugs only from
open bug reports. For instance, LUCENENET#964 [38] complains that the GroupingSearch class may
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Fig. 7. The distribution of two-sided bugs.
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miss specific groups, even if such groups are defined in IndexSearcher.Search. The reporter of
this bug provided a test case [39] to reproduce the symptom. As this bug report is still open, we
reproduce this bug on the latest Lucene.NET. Furthermore, we translate this test case to the Java,
and observe the same symptoms in the latest Lucene.

T1.2.3Minor symptoms (6/96, 6.2%). These bugs haveminor symptoms in 𝑝𝑙 , and programmers
of 𝑝𝑙 ′ may not fix them. For example, the symptom of Lucene-10118 [13] is that the log messages in
ConcurrentMergeScheduler are too simple. The programmers of Lucene may not pay attention to
this minor bug. The above observations lead to the following finding:

Finding 3. We have produced the symptoms of 81.8% (27/33) of unfixed two-sided bugs.

Figure 7 shows the distribution of different projects. Log4j2 and Log4net are not included, since
we found no two-sided bugs in the two implementations. Table 1 shows that Lucene and Hibernate

have many bug reports. Their programmers can have too many bugs to repair, so they do not
actively fix mirror bugs. As a result, we found that all mirror bugs in the two projects have bug
reports. In contrast, JTS and NTS have fewer than 100 bug reports, and we find that no mirror bug
in this project has bug reports. Meanwhile, as programmers do not have many bugs to repair, they
actively learn the bug reports from the other implementations. As a result, we find many identified
mirror bugs in the two projects. Meanwhile, Lucene and Hibernate do not actively fix mirror bugs.
As a result, we find more unfixed mirror bugs in the two projects. Although the programmers of
JTS and JTS fixed many mirror bugs, we still found unfixed ones.

Figure 8 shows the lifespan of two-sided bugs. The light blue and light red arrows represent
the timelines of Java and C# projects, respectively. The gray dotted line indicates the start time of
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12 Ye Tang, Honghao Chen, Zhixing He, and Hao Zhong

sampling bug reports. The green circles depict fixed mirror bugs with both bug reports (T1.1.1).
Their positions are their reported dates. The black lines link Java and C# reports of mirror bugs. The
three projects have different temporal patterns. For Lucene and Lucene.NET, Java bugs are reported
earlier than their C# counterparts. In Hibernate and NHibernate, both Java and C# bugs can be
firstly found in the other sides. For JTS and NTS, the two mirror bugs are reported at the same time.
The orange squares represent fixed mirror bugs with one-side reports (T1.1.2). Their positions are
the reported dates of one-side bug reports. The red triangles denote unfixed two-sided bugs. Their
positions are the reported dates of known bug reports from the other sides. The orientation of
each triangle indicates in which project bugs remain unfixed. In particular, an upward triangle (△)
denotes that a bug is unresolved in a Java project, and a downward triangle (▽) indicates that a bug
remains unfixed in a C# project. For instance, in Figure 8 (a), a red downward triangle in the blue
arrow denotes that we can find the mirror bug of a Lucene bug, but this mirror bug is unfixed in
the latest version of Lucene.Net. The three projects follow different patterns. The development of
Lucene.NET significantly lags behind that of Lucene, and it does not support many features of the
latest Lucene. As a result, Lucene provides more mirror bugs than Lucene.NET. Both Hibernate and
NHibernate are under active maintenance and have many bug reports. As a result, Hibernate and
NHibernate both provide mirror bugs and are mutually beneficial. NTS is not as popular as JTS. As it
has only a few bug reports, the developers of NTS actively identify and repair mirror bugs from JTS.
The above observations lead to a finding:

Finding 4. Detecting mirror bugs is beneficial when the other sides have many bug reports.

In summary, we find that users seldom report bugs to multiple implementations, since they
typically use projects in a language. However, according to the results from JTS and NTS, many
mirror bugs can be identified, if their programmers actively identify and fix such bugs. Although it
is difficult to set up the programming contexts (e.g., databases), we have produced the symptoms of
27 unfixed two-sided bugs.

4.3 RQ3. One-sided Bug
4.3.1 Protocol. In Section 4.1, we classify bugs into two categories. The bugs in the T2 category
are found in only one implementation, and cannot be reproduced in the other. In this research
question, we analyze why these bugs appear in only an implementation of a project. Our analysis
has the following steps. First, we read each bug report to learn its symptoms. Second, we investigate
its fixing commits to learn its modified locations and causes. Third, we search the source files of the
other-language implementation for correspondences. If we cannot find such locations, we classify
them into subcategories of T2.1, according to the granularity of missing correspondences. If we
find the correspondences of a bug, we further analyze why it is infeasible to produce the symptoms.
We then classify this bug into subcategories of T2.2 and or T2.3, according to its reason.

4.3.2 Result. Our identified categories are as follows:
T2.1 No corresponding source files (385/542, 71.0%).We failed to find their corresponding

buggy locations.
T2.1.1 File differences (190/542, 35.0%). In this subcategory, we can find corresponding

modules in 𝑝𝑙 and 𝑝𝑙 ′ , but their files are different. For example, LUCENE-10401 [26] reports that the
codec in Lucene lacks an empty check. The codec is a component of Lucene, and it is responsible
for reading and writing index files. The buggy codec mentioned by LUCENE-10401 is Lucene90, but
Lucene.NET uses an old codecwhose version is Lucene46. As the two implementations of codec have
many different files, we cannot reproduce the symptom of LUCENE-10401 on Lucene.NET.
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1 // RobustLineIntersector . cs ...
2 private ... CopyWithZ(Coordinate p, double z) {
3 − var pCopy = new CoordinateZ(p);
4 − if (!double.IsNaN(z)) pCopy.Z = z;
5 − return pCopy;
6 + Coordinate res ;
7 + if (double.IsNaN(z)) res = p.Copy();
8 + else res = new CoordinateZ(p) { Z = z };
9 + return res ;
10 }...

(a) The patch of NTS#567 [12].

1 // RobustLineIntersector . java ...
2 private ... copyWithZ(Coordinate p, double z) {
3 Coordinate pCopy = new Coordinate(p);
4 if (!double.IsNaN(z)) pCopy.setZ(z) ;
5 return pCopy; }...

(b) The JTS code equivalent with the buggy code of NTS#567

Fig. 9. An example of potential bugs

T2.1.2 In-file differences (93/542, 17.2%). In this subcategory, buggy files in 𝑝𝑙 have their
corresponding files 𝑝𝑙 ′ , but the implementation details are different. For example, as we introduced
in Section 4.1.2, LUCENE-9661 reports a deadlock in LUCENE. As shown in Figure 4, although the
buggy files are found in both the Java and C# implementations, they lock the resource differently.
As a result, the deadlock does not appear in the Lucene.NET.

T2.1.3Module differences (102/542, 18.8%). In this subcategory, we cannot find the correspond-
ing modules. For example, LUCENE-10260 [14] reports a display problem with luke, a visualization
module of Lucene. As Lucene.NET has no visualization module, we cannot reproduce this bug.

Finding 5. In total, 71.0% of one-sided bugs are caused by implementation differences.

T2.2 Language-specific bugs (110/542, 20.3%). In this category, bugs are caused by languages
and their development environments.
T2.2.1 Build bugs (35/542, 6.5%). As programming languages have their own building tools,

build bugs are seldom across languages. For example, Lucene-10042 [15] reports that the minimum
JDK version is set at the wrong place in gradle [27] scripts. As gradle is a Java building tool, this
bug will not affect Lucene.NET.

T2.2.2 Languages and frameworks (58/542, 10.7%). The bugs in this subcategory are caused by
language-specific features and frameworks. For example, Lucene code calls a Java API, System.nano-
Time(). As C# does not have the corresponding API, Lucene.Net calls DateTime.UtcNow.Ticks *

100 to mimic System.nanoTime(). The calculation is wrong since a unit tick is equivalent to 100
nanoseconds. As a result, a LUCENENET bug report [16] complains that a method hangs when it is
executed. To fix this problem, the above call is replaced by J2N.Time.nanoTime(), which is declared
by a third-party library, J2N.

T2.2.3 Library-related bugs (17/542, 3.1%). In this category, bugs are caused by dependencies.
For example, Lucene-8175 [2] is caused by a concurrency bug in ICU4J. ICU4J is an API library
providing Unicode services. Lucene.NET calls ICU4N, a C# implementation of ICU4J, but it does not
have the concurrency bug.
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Fig. 10. The distribution of one-sided bugs.

Finding 6 . In total, 20.3% of one-sided bugs are caused by languages and development
environments.

T2.3 Others (47/542, 8.7%). In this category, we cannot reproduce bugs, due to various minor
reasons.

T2.3.1Hard to trigger (22/542, 4.1%).These bugs are reported to 𝑝𝑙 , but we fail to write test cases
to trigger their corresponding symptoms from 𝑝𝑙 ′ . For example, the test case of Lucene-10598 [28]
calls the SortedSetDocValues.docValueCount method to calculate the unique ordinals of an indexed
document. In the latest C# implementation, this method is unimplemented. As a result, it is difficult
to reproduce this bug on Lucene.NET.

T2.3.2 Migration bugs (11/542, 2.0%). Some bugs are introduced during the migration from 𝑝𝑙
to 𝑝𝑙 ′ , and such bugs do not appear in 𝑝𝑙 . An example is NTS#380 [9]. As shown below, Line 5 calls
a wrong method. A programmer mentions that JTS calls the right method, ever since the oldest
traceable commit. As NTS is migrated from JTS, NTS#380 shall be introduced during the migration
process.
1 //GeometryTransformer.cs
2 public class GeometryTransformer {...
3 public ... Transform(Geometry inputGeom){...
4 if (inputGeom is LinearRing)
5 − return TransformLineString ((LinearRing)inputGeom, null ) ;
6 + return TransformLinearRing((LinearRing)inputGeom, null ) ;... } ... }
7 //GeometryTransformer.java
8 public class GeometryTransformer {...
9 public ... Transform(Geometry inputGeom){...
10 if (inputGeom instanceof LinearRing)
11 return TransformLineString ((LinearRing)inputGeom, null ) ;... } ... }

T2.3.3 Reverted changes (14/542, 2.6%). In this category, the modifications of fixing a bug are
reverted, before these modified files are translated to the other project. For example, when Lucene

programmers implement multiple threads to delete documents, they delete Lines 7 to 9 as shown in
the below code fragments:
1 //DocumentsWriter.java
2 final class DocumentsWriter {
3 private final IndexWriter writer ; ...
4 private boolean doFlush (...) ... {
5 boolean hasEvents = false ;
6 while(flushingDWPT != null) {...}
7 − if (hasEvents) {
8 − writer .doAfterSegmentFlushed(false, false ) ;
9 − } ...
10 } ... }
11 //DoucmentsWriter.cs
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12 internal sealed class DocumentsWriter {...
13 private bool DoFlush (...) {
14 bool hasEvents = false ;
15 while (flushingDWPT != null) {...}
16 if (hasEvents) {
17 PutEvent(MergePendingEvent.INSTANCE);
18 } ...
19 } ... }

As reported in LUCENE-7894 [1], a thread wrongly counts the number of documents. To fix the
bug, the deletions of Lines 7 to 9 are reverted. Lucene.NET does not implement multiple threads
support for deleting documents, and the corresponding Lines 16 to 18 are never deleted. As a result,
LUCENE-7894 [1] cannot be reproduced on Lucene.NET.
Figure 10 shows the distributions of different projects. In total, we cannot reproduce 71.0% of

bugs, since we cannot locate their correspondences in the other implementations. We search for
similar source files, but their correspondences can be dissimilar. As we are outsiders to these
projects, we may not find some hidden correspondences, and thus overestimate the percentage of
T2.2. If programmers replicate our study, they can find more mirror bugs.

In summary, in the majority of one-sided bugs, we fail to find corresponding implementations
(71.0%). The others cannot becomemirror bugs because they are language-specific (20.3%) or because
of other minor reasons (8.7%). Here, if their programmers replicate our study, the percentage for
no corresponding implementation could be lower, since they can locate more correspondences of
buggy source files.

5 THE SIGNIFICANCE OF OUR FINDING
In this section, we interpret the significance of our findings.

Understanding the importance of mirror bugs. Although we can ignore valid cases, Finding
1 shows that 15.0% of all inspected bugs appear on both sides. As shown in Finding 2, only 23.8% of
fixed two-sided bugs are explicitly reported. Programmers can actively find and repair mirror bugs.
For example, we find that several programmers contribute to both JTS and NTS, and they actively
fix mirror bugs. As a result, in this project, we found more mirror bugs. If suitable programmers are
invited or proper tools are proposed, it is feasible to detect mirror bugs from more projects. Log4net
is ported from log4j, but we sampled bugs from log4j2. As a result, we find no mirror bugs for this
project. Still, when Log4net is updated to log4j2 in the future, it should be feasible to detect mirror
bugs from this project. Although we do not categorize mirror bugs based on their symptoms, we
do categorize them according to the locations where they occur. It would be worthwhile to conduct
a new empirical study to explore the categorization of mirror bugs’ symptoms.

Detecting and repairing mirror bugs. Like JTS and NTS, an application can have imbalanced
users, and a version can attract many more users than other versions. The bug reports of the
popular version can be useful for other versions. Although we manually inspected only limited
bugs, we have found and repaired 9 new mirror bugs. A tool can detect many more bugs if properly
developed. Given a list of bugs, the tool must first filter out one-side bugs. We find that one-side
bugs are caused by implementation differences (71.0%, Finding 5), language-specific issues (20.3%,
Finding 6), or various minor reasons (8.7%). Researchers have investigated how to detect and repair
cross-platform bugs [45, 72, 75, 110]. Motivated by these approaches, in Section 6, we try to repair
manually unfixed mirror bugs and analyze the challenges of automating the repairing process.

Exploring evolution patterns of mirror bugs. In software, clones are common [87], and the
evolution of clones is intensively studied [47, 67, 83]. These studies analyze clones in the same
language. If we extend the definitions of clones, we can find clones across languages [56], and
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Table 2. Our reported new mirror bugs

Original Id Symptom Priority Our Id Status
LUCENE-8755 QuadPrefixTree crashes when indexing at high precisions Critical LUCENENET#644 PR rejected
LUCENE-9940 DisjunctionMaxQuery.equals() is wrongly implemented Major LUCENENET#779 Open
LUCENE-10008 CommonGramsFilterFactory ignores the ignoreCase setting Major LUCENENET#780 PR accepted
LUCENE-10059 JapaneseTokenizer throws AssertError with backtrace Major LUCENENET#775 PR accepted
LUCENE-10441 ArrayIndexOutOfBoundsException in during indexing Major LUCENENET#1003 PR acceptedLUCENE-8614 ArrayIndexOutOfBoundsException in ByteBlockPool Major
HHH-14413 EntityUpdateAction increments the version when updating is vetoed Blocker NH#3198 PR accepted
NH#1419 IsDirty throws exceptions for transient many-to-one objects Major HHH-15848 Open
NTS#567 GeometryFixer does not keep the dimensions of target coordinates N/A JTS#919 PR accepted
NTS#589 WKTReader creates 3-D coordinates when reading 2-D ones N/A JTS#939 Open

mirror bugs are cross-language clones with bugs. On one hand, the known knowledge of clones is
useful for understanding mirror bugs. For example, Kim et al. [67] show that after programmers
copy a code fragment from a code location, this code fragment typically becomes dissimilar during
evolution. We notice that when an application is initially ported from Java to C#, its C# source
files are quite similar to its Java source files, but they also become less similar with evolution.
For example, As shown in Table 1, the latest versions of the Java implementation and the C#
implementation are typically different, and their latest source files become quite different. On the
other side, the evaluation of cross-language projects and mirror bugs can deepen the knowledge of
the evolution of clone bugs. Unlike classical clones, cross-language projects can become similar, if
a lagging version catches up. As a result, bug fixes can be useful for future versions, even if their
correspondences are not implemented.

6 REPAIRING MIRROR BUG
As we summarize in Section 5, it is feasible to detect and repair new mirror bugs by learning known
bugs. In this section, we try to fulfill this vision on our dataset by answering the following two
research questions?

• RQ4: Can we repair new mirror bugs by manually learning known bugs?
• RQ5: What are the challenges if researchers automate the process?

6.1 RQ4. Repairing New Mirror Bugs
As we summarize in Section 5, it is feasible to detect and repair new mirror bugs by learning known
bugs. In this section, we try to manually fulfill this vision on our dataset.

6.1.1 Protocol. As we introduced in Section 4.2.2 (T1.2.1), we identified 10 potential confirmed
mirror bugs. To explore whether known bugs are useful for repairing mirror bugs, we try to repair
these potential mirror bugs with their corresponding known bugs. Preparing patches necessitates a
profound understanding and expertise in both Java and C# project implementations. Our steps are
as follows. First, based on the descriptions of a bug report in 𝑝𝑙 , we manually write test cases to
reproduce the buggy symptoms on 𝑝𝑙 ′ . Second, if we reproduce the symptom, we proceed to address
it in 𝑝𝑙 ′ by referencing the corresponding fixing commit from 𝑝𝑙 . We then manually translate the
patch into the alternative language implementation. Third, if we fix the bug in 𝑝𝑙 ′ , we report this
bug and our fixed code to 𝑝𝑙 ′ . Finally, we collect and analyze the feedback from developers.

6.1.2 Feedback from programmers. It takes much programming experience to identify and repair
bugs from real projects. As outsiders, for our projects, we cannot even determine whether their
source files have bugs or not. Fortunately, the known bugs in a language provide valuable references
to identify the bugs in the other language. Based on the known bugs, we successfully located all the
new buggy locations of the known 10 bugs. Based on their known patches, we fixed them according
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to the existing patches in the other languages. The 10 bugs are already confirmed and fixed on one
side. After we reproduce them in the other implementations, all our found new bugs shall be true
bugs. Still, we need feedback from programmers to understand their attitudes toward mirror bugs.
As a result, we report our new bugs and their pull requests to the corresponding implementations.
Table 2 shows the results. The first three columns list the IDs, the symptoms, and the priorities
of the original bug reports. Columns “Our Id” lists the IDs of our bug reports. In Rows 6 and 7
of Table 2, LUCENENET#1003 is a mirror bug of LUCENE-10441 and LUCENE-8614. The two Lucene bug
reports complain the same symptoms, and their pull requests are similar. Although this problem
has been reported twice, both bug reports are still open. We find that Lucene.Net has the same
bug and throws a corresponding exception. Column “Status” lists the status of our pull requests.
Programmers have responded to 5 of our pull requests:

1. Five pull requests were already accepted. For example, as we introduced in T2.1.2, NTS#567
[12] reports that its GeometryFixer class unintentionally changes the coordinate dimensions. In
particular, given a two-dimensional coordinate as the input of its fix method, it constructs a
3-dimensional coordinate, and the additional dimension is assigned to NaN, which means "not a
number". We find that the latest version of JTS also has a GeometryFixer class, and it has the same
buggy symptom. Based on the patch of NTS#567 as shown in Figure 9a, we prepare the following
patch for JTS:
1 // RobustLineIntersector . java
2 private static Coordinate copyWithZ(Coordinate p, double z) {
3 − Coordinate pCopy = new Coordinate(p);
4 − if (! Double.isNaN(z) ) pCopy.setZ(z) ;
5 − return pCopy;
6 + Coordinate res ;
7 + if (Double.isNaN(z) ) res = p.copy() ;
8 + else res = new Coordinate(p);
9 + p.setZ(z) ;
10 + return res ;
11 }...

The above patch does not fully resolve the bug, due to the implementation differences. However,
the knowledge learned from Figure 9a helps us resolve the problem in other code locations. For
example, by replacing the constructor with copy(), we fixed the identical problem in the SegmentNode
class of JTS:
1 public class SegmentNode{
2 public final Coordinate coord; // the point of intersection
3 public SegmentNode(Coordinate coord, ...) {...
4 − this . coord = new Coordinate(coord);
5 + this . coord = coord.copy() ;
6 ...}...}

We reported our found bug and its pull request (JTS#919 [29]) to JTS. Our bug report was
confirmed in three days, and our pull request was accepted two days after we submitted it.

2. A pull request was rejected but programmers confirmed that this pull request could
be useful in future versions. In Lucene, the QuadPrefixTree class utilizes Quadtrees to index
coordinates. Given a two-dimension point in a rectangle region, QuadPrefixTree repeatedly divides
the current region into four quadrants, and enters the quadrant where this point is, until the region
is smaller than a pre-defined proportion. Lucene-8755 [3] complains that the getCell method of
this class throws an IndexOutOfBoundsException, if a coordinate falls on the borders of a bounding
box. To fix this bug, programmers write the following patch [30]:
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1 //QuadPrefixTree. java
2 public Cell getCell (Point p, int level ) {...
3 − build (...) ;
4 − return cells . get (0) ; ...
5 + for ( int lvl = 0; lvl < levelLimit ; lvl ++){
6 + int c = battenberg (currentXmid, currentYmid, xp, yp) ; ...
7 + str . bytes[ str . length++] = (byte) ( 'A' + c) ;
8 + }
9 + return new QuadCell(str, rel ) ;
10 }

The new implementation of getCell method properly handles the coordinates on borders. Al-
though the old version is considered a bug, the programmers of Lucene decided to keep the buggy
behavior. In another patch [31], programmers use a Boolean value, robust, to check whether the
version is newer than 8.3.0:

1 //QuadPrefixTree. java
2 + protected boolean robust = true;
3 protected SpatialPrefixTree newSPT() {
4 − return new QuadPrefixTree(ctx,
5 + QuadPrefixTree tree = new QuadPrefixTree(ctx,
6 maxLevels != null ? maxLevels : MAX_LEVELS_POSSIBLE);
7 + tree . robust = getVersion () .onOrAfter(Version .LUCENE_8_3_0);
8 + return tree ;
9 }
10 public Cell getCell (Point p, int level ) {...
11 − build (...) ;
12 − return cells . get (0) ;
13 + if (! robust ) {...
14 + buildNotRobustly (...) ;
15 + if (! cells . isEmpty() ) {return cells . get (0) ;}
16 + }...
17 }

If the version is older than 8.3.0, Line 7 sets robust to false. When robust is false, Line 15
returns the value as the buggy version does, i.e., what Line 12 returns.
On the C# side, we find that QuadPrefixTree is a line-by-line translation of the Java implemen-

tation. Given the identical input, Lucene.NET throws an ArgumentOutOfRangeException. Based on
the patch in Java, we prepared a patch for Lucene.NET to resolve the symptom. We report the
bug [32] and submit our pull request [33]. However, the programmers of Lucene.NET rejected our
pull request. It turns out that the latest version of Lucene.NET is still the equivalent of Lucene 4.8.0.
Lucene-8755 [3] fixes a bug in Lucene 8.3.0. The programmers of Lucene.NET believe that it is not
the right time to merge our pull request, and they want to keep the buggy behaviors for backward
compatibility. Still, they appreciate our report and pull request, admitting they are good references
for their future versions. The feedback from programmers confirms our vision. The bug reports
and patches from an implementation are useful to detect and fix bugs in the implementation in
other languages.

In summary, according to the bugs in one-sided implementations, we found new mirror bugs in
all three projects where two-sided bugs are found. In total, we have detected and fixed 9 such bugs.
Even if the programmers of NTS actively learn and fix mirror bugs, we found two new bugs, and
one of them has been accepted by their programmers.
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Table 3. The successful cases of our manual study
C# Id Java Id Original Naming Keyword API replacement

LUCENENET#559 LUCENE-5716 ✗ ✓ - -
LUCENENET-598 LUCENE-6001 ✗ ✗ ✗ ✓
NH#1244 HHH-13456 ✗ ✗ ✗ ✓
NH-2011 HHH-15359 ✗ ✗ ✗ ✓
NH#1730 HHH-5210 ✗ ✗ ✗ ✓

6.2 RQ5. Challenge of Automation
As we summarize in Section 5, it is feasible to apply automated program repair techniques to
automate the process of repairing mirror bugs. For instance, Liu et al. [74] propose template-based
techniques to repair bugs. In this section, we conduct a preliminary study to explore the challenges
of automation.

6.2.1 Protocol. Liu et al. [74] propose a template-based approach called TBar. We analyze this tool
since it is a recent approach and mirror bugs provide a feasible way to construct templates. This
tool does not include a technique to mine templates from C# patches. Even if we implement such a
technique for C# code, templates from C# patches are unlikely to repair bugs in Java code. It takes
too much effort to implement a tool that can extract templates from C# patches and translate them
to templates in Java. Although we cannot provide the results of an automated tool in this RQ, we
conduct a small-scale manual study to inspect the challenges of implementing such a tool.

In Section 4.2.2, we identified 9 mirror bugs with fixed bug reports on both sides. In this RQ, we
analyze all the 9 mirror bugs. Following the idea of Liu et al. [74], we manually construct templates
from their C# patches. After that, we use TBar to repair the corresponding Java bugs with original
templates. If they fail to repair a Java bug, we sequentially apply the following modifications to the
templates and use the revised templates to repair bugs:
1. Naming convention:We replace the names of method calls from the Pascal cases in C# to

the camel cases in Java.
2. Keyword mapping: We replace C# keywords with corresponding Java keywords.
3. API replacement:We replace C# APIs with the corresponding Java APIs. This type of modifi-

cation is quite challenging. Although researchers [52, 79, 108] have proposed various approaches to
mine API mappings across languages, these approaches typically consider only the mappings of API
methods. Besides replacing called API methods, we consider the replacements of their parameters,
e.g., swapping parameter orders and deleting unnecessary parameters.
We continue this process until a modified template works.

6.2.2 Learned Lesson. Our study leads to the following results:
1.Modified templates can repair fivemirror bugs. Table 3 shows the fivemirror bugs. Column

“C# Id” and “Java Id” list the issue numbers of Java bug reports and C# bug reports, respectively.
Column “Original” lists the result of original templates. Columns “Naming”, “Keyword”, and “API”
list the results after we apply the corresponding modifications. For instance, NH-2011 [40] reports
that many-to-many relationships within a component are not correctly persisted when using
SaveOrUpdateCopy or Merge in NHibernate. In particular, its TypeHelper class mishandles components
during associations. As shown in Figure 11a, the buggy code calls ReplaceAssociations to replace
the associations of the original component with the target component. It is buggy since it does
not properly assign the transformed component to the target object. As shown in Figure 11a, the
fixed code correctly sets the transformed component values and recognizes the many-to-many
associations inside components. Based on this patch, we extract a template as depicted in Figure 11b.
The dashed squares in Figure 11a and Figure 11b show the links between the patch and the template.
This template fails to repair the mirror bug in Java. We applied all the three modifications, and
Figure 11c shows our modified template. The links between Figure 11b and Figure 11c show
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1 Object[] objects =
       replaceAssociations(...,
           session, ...);
2 if(target[i] != null  
   && componentType != null  )
3       componentType.
      setPropertyValues(target[i],
        objects);

2 + object [] var_copy =
       ReplaceAssociations(...,
           var, ...);
3 + if(!componentType.IsAnyType  
   && target[i] != null)
4 +     componentType.
       SetPropertyValues(target[i],
           var_copy,
           var.EntityMode);

2 + object[] componentCopy =
       ReplaceAssociations(...,
           session, ...);
3 + if(!componentType.IsAnyType  
   && target[i] != null)
4 +     componentType.
           SetPropertyValues(target[i],
           componentCopy,
           session.EntityMode);

1 replaceAssociati-
ons(..., var, ...);

(a) The original patch (C#). (b) The original template (C#). (c) The migrated template (Java).

(d) The fixing process of HHH-15359.

Input

Output1 Object[] componentCopy  =
       replaceAssociations(...,
           session, ...);
2 if(!componentType isinstanceof
Anytype && target[i] != null)
3       componentType.
      setPropertyValues(target[i],
        componentCopy);

Output

The migrated
template (Java)

Abstract variable

Abstract variable

1. Naming 
Conventions

2. Keyword Mapping

3. API Replacement

2 + Object [] var_copy =
    replaceAssociations(...,var, ...);
3 + if(!componentType 
        instanceof AnyType
   && target[i] != null)
4 +     componentType.
       setPropertyValues(target[i],
           var_copy,
           var.getEntityMode());

1 - replaceAssociations(..., var,...);1 - ReplaceAssociations(...,
      session, ...);

1 - ReplaceAssociations(..., 
      var, ...);

TBar

componentCopy

componentCopy

!componentType isinstanceof
Anytype

objects

objects

componentType != null

(e) The comparison with gold standard.

Gold standard

Semantically
Equivalent

Fig. 11. A successful template.

the modifications of naming conventions, keyword mappings, and API replacements in different
styles of lines. For instance, isAnyType is modified to isinstanceof AnyType. In addition, although
Hibernate has a corresponding method (getEntityMode()) for the EntityMode field in NHibernate,
the setPropertyValues() method in Hibernate has only two parameters. As the last parameter of
SetPropertyValues() is no longer necessary, we remove it from the template. Figure 11d shows the
Java code after applying our modified template. Figure 11e shows the comparison with the gold
standard. Although the code is different, it closely resembles the one written by programmers [41].
A notable difference between the two patches lies in Line 3. The generated patch checks whether
componentType is an instance of AnyType, but the gold standard checks whether componentType is
null. Our patch is stricter since the instanceof operator in Java will check whether an object is null
before checking its type.
2. We failed to extract templates from the other four patches since they have hunks

with only additions. For instance, NH-3931 [42] reports that inserting multiple parent entities
leads to an incorrect order and a foreign key exception is thrown. Its patch has the hunk as shown
in Figure 12a. As this hunk has no modified source, we cannot build the templates as described
by Liu et al. [74]. Figure 12b shows the corresponding hunk in Java. Most code segments in the
modified C# and Java code are similar. Although it is infeasible to define templates to fix this bug,
we envisage that translating the fixed code and applying the translated code to the proper code
location can fix the bug in Java. During the translation, many approaches such as API mapping [108],
learning-based methods [81], and large language models [46] can be useful.
In summary, we confirm that templates can repair five mirror bugs, but they cannot fix the

remaining four bugs. Still, the original templates cannot repair mirror bugs, and need modifications
before they can work. Although templates cannot repair the remaining four bugs, mirror bugs
provide details that are useful to repair bugs through other technical paths.

7 THREAT TO THE VALIDITY
Our study has the following threats.
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1 //ActionQueue.java
2 + private void addParentChildEntityNames(
    AbstractEntityInsertAction action, 
    BatchIdentifier batchIdentifier) {
3 + Object[] propertyValues = action.getState();
4 + Type[] propertyTypes = action.getPersister().
       getClassMetadata().getPropertyTypes(); ...
5  for (int i = 0; i < propertyValues.length; i++ ) {
6 +   Object value = propertyValues[i];
7 +   Type type = propertyTypes[i]; ...
8 +} }

1 //ActionQueue.cs
2 + private void UpdateChildrenDependencies(
    int batchNumber, 
    EntityInsertAction action) {
3 +  var propertyValues = action.State;
4 +  var propertyTypes = action.Persister.
        EntityMetamodel?.PropertyTypes; ...
5 +for(var i = 0; i < propertyValues.Length; i++) 
6 +{   var type = propertyTypes[i]; ...
7 +   var children = propertyValues[i];
8  }}

Method signature

Implementation

Variable Name
and Type

(a) An added method from the patch of NH-3931. (b) An added method from the patch of HHH-9864.
Fig. 12. A failure due to hunks with only additions.

The threat to internal validity includes possible errors in our manual classification of bugs. As
outsiders, we have limited knowledge of the subjects and introduce wrong classification results. We
carefully design protocols and report our patches to programmers to reduce this threat. To enhance
transparency and allow for independent verification, we also release our inspection results on our
website, so other researchers can check our inspection results.

The threat to external validity arises from the limited number of projects. Our focus on Java and
C# may restrict the generalizability of our findings to projects in other programming languages.
While these two languages represent a significant portion of modern software development, future
work should explore additional programming languages.

8 RELATEDWORK
Our study is related to the following research themes:
Empirical studies on bugs. Researchers conduct various empirical studies about bug reports.

Anvik et al. [48] investigate the patterns and the standard life cycle of bug reports. Bettenburg et
al. [50] chose duplicate reports as their research target. Guo et al. [62] propose the factors (e.g.,
the reputations of the reporter) affecting which bug shall be fixed. Guo et al. point out that poor
bug reports may lead to a great number of reassignments [63]. Some researchers focus on how to
improve the quality of bug reports [49, 111]. Other researchers target more specific topics regarding
bugs. Lin et al [73] compare two bug assignment approaches. Xia et al. [96] investigate bug report
field reassignment. Ding et al [57] analyze bugs detected by fuzzing from open-source projects.
Some empirical studies are about bug fixing time [104, 105], and some investigate bug fixing in
open source projects [51, 59]. Some researchers focus on bugs in specific systems, e.g. deep learning
frameworks [88, 89, 102, 106], industrial financial systems [98], and smart contracts projects [92].
Mondal et al. conduct studies on bug propagation through code cloning [65, 76]. Li and Zhong [71]
conduct an empirical study on the impacts of obsolete bug fixes. Non-reproducible bugs are also
analyzed in some recent studies [60, 86]. Yan et al. [100] report that many bug fixes are workarounds.
Our work is the first study on mirror bugs, complementing the above studies.
Detecting cross-language clones. A few approaches are proposed to detect cross-language

clones. Based on the .NET intermediate representation (IR), Kraft et al. propose the first approach
called C2D2 [69] to detect clones between C# and Visual Basic code, and Al-Omari et al. [44]
propose an approach to detect clones in more .NET languages. Many programming languages do
not have such IRs. For such languages, Cheng et al. propose the first approach called CLCMiner [56]
to detect clones by analyzing revision histories. Vislavski et al. propose LICCA [91] to use high-
level representations to detect cross-language clones. Nichols et al. [82] propose an approach that
combines the similarity of both code structures and identifiers. Nafi et al. [77] propose CLCDSA
that trains DNN models based on extracted syntactic features. Perez et al. [84] and Yahya et al. [99]
use abstract syntax trees (ASTs) as input to train their models. Tao et al. [90] propose C4 that tunes
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the pre-trained model CodeBERT to detect cross-language clones. The above approaches make it
feasible to implement a tool for detecting mirror bugs based on our results.
Cross-language code migration. To support the migration across languages, researchers

proposed various approaches that mine API mappings. Zhong et al. propose MAM [108], which
utilizes heuristics on textual or structural similarity to mine API mappings from translated bilingual
projects. Nguyen et al. present StaMiner [78] extend their MAM and use a statistical model to learn
the mappings. Gu et al. [61] propose DeepAM that uses sequence-to-sequence learning to support
cross-language API migrations. Nguyen et al. [79] propose API2API that utilizes Word2Vec to mine
API mappings. Bui et al. [52] use generative adversarial networks (GAN) to reduce the amount of
training data. Some unsupervised learning methods [54, 58] are proposed to mine analogical APIs.
As the models are language agnostic, they have the potential to be applied to cross-language tasks.
Besides APIs, Karaivanov et al. [66] and Nguyen et al. [81] propose approaches that treat source
code as a sequence of tokens and apply statistical machine translation (SMT) models to translate
code. Qin et al. [85] propose an approach to infer the UI event mappings between Android and iOS.
Our study highlights the importance of the above approaches, since we find that many source files
are not migrated due to the huge effort of manual migration.
Cross-language fault localization. Researchers have proposed various approaches to locate

the faulty files of a bug report [43]. These approaches compare source files with a bug report and
determine similar source files as the faulty files of the bug report. Source files can be implemented in
multiple languages, and bug reports can be written in different natural languages. Some researchers
consider the above issue, and work on a subfield called cross-language fault localizations. For
instance, Xia et al. [95] translate bug reports to English and then compare translated bug reports
to locate their faulty files. Yang et al. [101] customize position encoding and facilitate attention
mechanisms to locate cross-language faulty files. Chakraborty et al. [53] employ dynamic chunking
to segment source code and utilize hard example learning for model fine-tuning. In our study, we
find some two-side bugs with bug reports. As the same bugs are implemented in different languages,
these bug reports can be used as labeled data to train their models.

9 CONCLUSION AND FUTUREWORK
Although researchers have conducted many studies to analyze the characteristics of bugs, to
the best of our knowledge, no previous study explores mirror bugs that appear in the different
versions of an application. Mirror bugs are important, since many applications have versions in
different programming languages. To complement the knowledge about bugs, we conducted the
first empirical study on mirror bugs. In particular, we analyzed 638 bugs that were collected from the
Java and C# versions of four projects. Based on our study, we conclude that (1) 15.0% of bugs appear
in both Java and C# implementations; (2) 76.2% of fixed two-sided bugs are actively identified by
programmers; (3) 81.8% of unfixed two-sided bugs can be reproduced in the other implementations;
and (4) bugs in a version are useful to detect bugs of its versions in other languages.

In future work, we plan to extend our work from the following perspectives: (1) analyzing mirror
bugs in projects that are implemented in more programming languages; (2) exploring the detection
techniques of mirror bugs; and (3) exploring the evolution patterns of mirror bugs.
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